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Abstract

There has recently been an interest in the introduction of reconfigurable buses to existing parallel architectures. Among them Reconfigurable Mesh (RM) draws much attention because of its simplicity. This paper presents the RMSIM (Reconfigurable Mesh SIMulator), a serial simulator written in C, which permits to study algorithms for restricted 3-dimensional RM, known as mesh of meshes, in a monoprocessor environment. RMSIM is an easy-to-use simulator capable of simulating any algorithm in different axis orientations within restricted regions. To enhance the debugging facilities RMSIM is equipped with a snapshotter to generate \LaTeX\ pictures of any planar segment of the simulated mesh in any step of program execution.

*Corresponding author.

1 Introduction

It is well-known that interprocessor communications and simultaneous memory accesses often act as bottlenecks in present-day parallel machines. Bus systems have been introduced recently to a number of parallel machines to address this problem. Examples include the Bus Automaton [6], the Reconfigurable Mesh (RM) [5], the content addressable array processor [9], and the Polymorphic torus [3]. A bus system is called reconfigurable if it can be dynamically changed according to either global or local information.

We have developed a serial simulator for reconfigurable mesh parallel computers, RMSIM (Reconfigurable Mesh SIMulator). This simulator, written in ANSI C, can simulate a subnetwork of a 3-dimensional reconfigurable mesh known as mesh of meshes (Section 2). Memory management of the simu-
lator is dynamic and the achievable size of the simulated network is dependent on the memory available to the system. This simulator has an in-built interpreter to execute user written programs. The interpreter is capable of executing a program in different axis-orientations within restricted regions. In defining the programming language we have concentrated mainly on making the effort of transforming the algorithms to equivalent programs straightforward and easy. To aid in debugging, RMSIM is capable of generating \LaTeX picture of any planar segment of the mesh in any step while executing a program.

This paper is organized as follows. In the next section we present the basic issues of RM. Section 3 describes the software organization of RMSIM. In Section 4 we present the programming facilities supported by the interpreter of RMSIM. Various facilities for reusing programs are discussed in Section 5. In Section 6 we describe the debugging facilities of RMSIM including the snapshotter. Sections 7-9 describe future development, conclusions, and technical reference respectively.

![Figure 1: A 3 × 4 reconfigurable mesh](image1)

![Figure 2: Possible internal connections between the four I/O ports of a PE](image2)

2 Preliminaries

The reconfigurable mesh is primarily a two-dimensional mesh of processors connected by reconfigurable buses. In this parallel architecture, a processor element (PE) is placed at the grid points as in the usual mesh connected computers. Each PE is connected to at most four neighbouring PEs through fixed bus segments connected to four I/O ports E & W along dimension $x$ and N & S along dimension $y$. These fixed bus segments are building blocks of larger bus components which are formed through switching, decided entirely on local data, of the internal connectors (see Figure 1) between the I/O ports of each PE. The fifteen possible interconnections of I/O ports through switching are shown in Figure 2. Like all bus systems, the behaviour of RM relies on the assumption that the transmission time of a message along a bus is independent of the length of the bus [1].

A reconfigurable mesh operates in the single-instruction multiple-data (SIMD) mode. Besides the reconfigurable switches, each PE has a computing unit with a fixed number of local registers. A single time step
Figure 3: $5 \times 5 \times 5$ mesh of meshes

of an RM is composed of the following four substeps:

**BUS substep.** Every PE switches the internal connectors between I/O ports by local decision.

**WRITE substep.** Along each bus, one or more PEs on the bus transmit a message of length bounded by the bandwidth of the fixed bus segments as well as the switches. These PEs are called the *speakers*. It is assumed that a collision between several speakers will be detected by all the PEs connected to the bus and the transmitted message will be discarded.

**READ substep.** Some or all the PEs connected to a bus read the message transmitted by a single speaker. These PEs are called the *readers*.

**COMPUTE substep.** A constant-time local computation is done by each PE.

Reconfigurable meshes of higher dimension can be constructed in a similar way. A number of interesting algorithms [1, 2, 4, 7, 8] have appeared in the literature for these meshes. In most of the cases [1, 2, 4, 8], 3-dimensional RM with two additional ports U and D along dimension $z$ was considered because of a subnetwork of it, known as *mesh of meshes*, where only planar algorithms are applied on the planes shown in Figure 3. To overcome the implementation issues, optimal simulation of higher dimensional RMs by 2-dimensional ones is given in [7].

Figure 4: RMSIM software structure
3 Software Structure

RMSIM is primarily an ANSI C library. Although written in ANSI C, the library preserves object oriented programming principles by data hiding. RMSIM provides a simulator to simulate a mesh of meshes, an interpreter to execute programs on the simulated RM, and a set of functions to aid in programming. Because reconfigurable meshes are SIMD machines, a single program is written by the user and this program is executed in all PEs in parallel. In RMSIM, a user is required to write separate functions for each step of the algorithm through the call of specific functions from the library. In-built functions are available for reconfiguring local ports’ interconnections, writing along a bus and reading from a bus. Any reference to the simulated RM is carried through some mapping functions to enable the interpreter to execute programs on any possible axis-orientations (Section 5.1). Mapping also allows the interpreter to execute a program within specific region rather than using the whole area of the simulated RM. RMSIM allows a user to take a snapshot of any planar segment of the simulated mesh in \LaTeX{} picture format. Figure 4 shows the general software structure of RMSIM.

4 Programming Facilities

As already stated in the previous section, a user is required to write C functions for each step of the algorithm. Conversion of an algorithm to a program is an easy task in RM-SIM. Three functions, \textit{Bus()}, \textit{Write()}, and \textit{Read()}, are available to the user to convert the BUS, WRITE, and READ substeps in the algorithm in a straightforward manner. Functions \textit{GetReg()} and \textit{SetReg()} are available to manipulate any register of a PE. To convert other elements of an algorithm like arithmetic and logical expressions, comparisons etc., the user can use any constructs available in C. Figure 5 shows an example of the natural resemblance of the converted program with the original algorithm.

As shown in Figure 4, the execution loop in the interpreter invokes user defined functions at the start and the end of each step as well as the whole program. The use of these functions is entirely dependent on the user’s need. These functions may be suitable for initializing, generating \LaTeX{} picture of a plane of simulated mesh of meshes in some specific step, gathering statistics, debugging etc. As an example, Figure 6, 7 are generated at the end of steps 0 and 1 respectively while executing the program of Figure 5 on an RM of size $5 \times 6$.

5 Program Reusability

Like many other programming languages, RMSIM is capable of using previously written programs into a new program through \textit{subroutine calls}. This enables the user to divide a long algorithm into small pieces. Many RM algorithms appeared in the literature containing references to other published algorithms. This simplified the description of those algorithms significantly. The capability of reusing
Figure 5: An RM algorithm with the converted program to compute the prefix sums of a binary sequence

programs by RMSIM enables a user to convert these algorithms into programs in similar straightforward fashion.

The capability of reusing programs is embedded into RMSIM by the implementation of an internal subroutine calling system. Besides the housekeeping of the internal stack, this system decides appropriate mapping functions to be applied on while accessing a PE of the simulated RM. The Axis-orientation mapping and the region mapping are the two mapping classes used by RMSIM.

5.1 Axis-orientation Mapping
To locate a PE into the simulated mesh of meshes, 3-dimensional Cartesian coordinates are used. From now on \( PE_{x,y,z} \) will denote the PE at the coordinate \( (x, y, z) \). The \( XY \)-plane is assumed to be the base plane while the planes perpendicular to it act as the supporting planes. Let this axis-orientation be
called \( XY_Z \). RMSIM allows an user to use different axis-orientation while executing a program e.g. a program can be executed considering \( YZ \)-plane be the base plane. The six possible axis-orientations are shown in Figure 8. RMSIM automatically selects proper mapping functions while reusing nested programs. Suppose the current and requested axis-orientations be \( YZ_X \) and \( XZ_Y \), RMSIM will then select \( YX_Z \).

The problem of computing the ranks of \( N \) distinct numbers on an \( N \times N \times N \) mesh of meshes exemplifies the axis-orientation mapping. Let the number \( n_i \) be stored in \( PE_i,0,0 \), \( 0 \leq i < N \). Now a row broadcast after a column broadcast can be done to distribute the numbers in the \( XY \)-plane so that \( PE_{i,j,0} \), \( 0 \leq i,j < N \), receives the pair \( (n_i, n_j) \) and then produces 1, if \( n_i > n_j \), or 0, otherwise. Ranks can now be computed by executing the program \( PrefixSum \) in \( YZ_X \) axis-orientation in every \( YZ \)-planes to add the comparison values along each column. A few steps of computing the ranks of 4 numbers on an \( 4 \times 4 \times 4 \) mesh of meshes are shown in Figures 9 to 14. Figures 11 to 14 represents the execution of program \( PrefixSum \) in a different axis-orientation.

5.2 Region Mapping

Enhancement in the power of program reusability through axis-orientation mapping cannot be realised completely if no way is allowed to execute a program in a restricted area of the mesh of meshes e.g. in the previ-

\[ \text{Figure 6: PROG: PrefixSum, STEP: 0} \]

\[ \text{Figure 7: PROG: PrefixSum, STEP: 1} \]

\[ \text{Figure 8: Six possible axis-orientations} \]
ous example of computing ranks each execution of the program PrefixSum uses a specific YZ-plane rather than using the entire mesh of meshes. Executing a program in an enclosed area through region mapping can itself be a very useful tool. Suppose, for example, in solving a problem we need to compute the prefix sums of $k$ segments of length $m$ of a sequence of $mk$ numbers. If $mk \times m$ mesh is available, then these $k$ prefix sums can be computed by executing the program PrefixSum in $k$ different enclosed areas where each
area consists of m consecutive columns of the original mesh.

In RMSIM, while writing a program, a user never assumes the length of each dimension. So, while executing a program the user must explicitly define the area of execution by giving the coordinates of the two PEs along the diagonal. In the program interpreter each step is executed in the PEs of the restricted area in the following order starting from the starting PE along the diagonal:

Loop along 3rd axis
Loop along 2nd axis
Loop along 1st axis

Actual axes to be considered in place of 1st, 2nd, and 3rd axes are resolved according to the current axis-orientation. In ZXY axis-orientation 1st, 2nd, and 3rd axes are taken as z, x, and y axes. The step of each loop is either 1 or -1 depending on coordinates of the PEs along the diagonal. For example, the region defined in Figure 15 will generate the following loop structure if the current axis-orientation is XYZ:

for z = 2 to 3 step 1
for y = 1 to 3 step 1
for x = 4 to 1 step -1

Axis-orientation mapping and region mapping are transparent to the user. While writing a program a user should always assume that the acting axis-orientation is ZXY and x, y, and z axes are the 1st, 2nd, and 3rd axes respectively. These assumptions make the task of programming extremely easy. While executing a program a user should only be careful about the mapped locations of data/source PEs and result/destination PEs. In a region, making any of the loop step -1 may produce interesting results. For example, if the program PrefixSum is executed in a region where the loop step of the 1st axis is -1, then the program will compute the sums in opposite direction.
6 Debugging Facilities

RMSIM generates error codes while executing a program if problem occurs. Besides this standard technique, RMSIM is equipped with a snapshotter. The snapshotter can be used to generate \LaTeX picture of any planar portion of the simulated mesh of meshes in any step of program execution. The generated pictures are scalable and can show the content of at most two registers of each PE. Figures 6, 7, 9, …, 14 are all generated by the snapshotter.

7 Future Development

The following extensions and enhancements of RMSIM may be implemented in the future:

- Extension of the capability of RMSIM to handle higher dimensional meshes. This can be done in two ways. Either RMSIM will simulate higher dimensional meshes or it will resolve the extra dimensions into the current mesh of meshes through another layer of general purpose mapping.

- RMSIM should provide some self simulation techniques so that a program requiring mesh of meshes of size $n_x \times n_y \times n_z$ can be executed on a simulated mesh of meshes of size $p_x \times p_y \times p_z$ where $p_x \leq n_x$, $p_y \leq n_y$, and $p_z \leq n_z$.

- Enhancement to the basic RM such as nonmonotonic RM [1] should be handled by RMSIM.

- Besides the snapshotter, RMSIM should be equipped with a 3D-viewer.

- Finally, a library of predefined programs from various application classes should be added to the RMSIM.

8 Conclusion

RMSIM is an easy-to-use serial simulator which can simulate a restricted form of 3-dimensional reconfigurable mesh known as mesh of meshes. Besides simulating, RMSIM provides a program interpreter which can execute programs in any possible axis-orientation within an enclosed region. RMSIM can generate snapshots of any planar segment of the simulated mesh in \LaTeX picture format. RMSIM is being used in the study of algorithms for RM and is being evaluated and improved.

9 Technical Reference

This software is available by anonymous ftp: cslab.anu.edu.au in the directory /pub/Manzur/RMSIM (free distribution).
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