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Question 2 [10 marks] 

(a) [3 marks]

Several alternatives exist for the splitting criterion in decision

tree construction. R's rpart supports the traditional statistical

approach, gini, and the traditional machine learning approach,

information. Considering only binary splits (to keep things simple),

and two classes (positive and negative - as in lectures), the two

basic formula are:

$$I_{gini}(p,n) = 1 - (\frac{p}{p+n})^2 - (\frac{n}{p+n})^2$$

$$I_{info}(p,n) = - \frac{p}{p+n}\log_2\frac{p}{p+n} 



    - \frac{n}{p+n}\log_2\frac{n}{p+n}$$

Compare the nature of the two measures. Use graphs to illustrate and

compare, and explore differences or similarities.

EXPECTED TYPE OF SOLUTION

A graph was expected, generated from R, and showing the code used.

Observations on the similarity differences were expected and their

impact, if any, on modelling.

(b) [3 marks]

Consider modifying the basic decision tree algorithm: allow each

record in the training set to have a weight. Discuss the impact of

this change, and write out the new algorithm. When would such a

modified algorithm be useful?

EXPECTED TYPE OF SOLUTION

A comment relating that weights would effectively be used to

proportionally increase (or decrease) the "prevalence" of a training

record as far as the mathematical formula for the information measure

is concerned.

Student expected to express the algorithm and identify where one could

easily slot in the weights.

Expect an indication of the weight being a measure of risk associated

with each case.

(c) [3 marks] Briefly compare and contrast decision tree induction

 (e.g., rpart), AdaBoost (e.g., boost), and random forest (e.g.,

 randomForest). What would be some of the considerations in choosing

 to use one approach over another.

EXPECTED TYPE OF SOLUTION

Discussion to include accuracy, representation, and each of extracting

knowledge.
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