
Math3346 -- 2007: Syllabus and Course Schedule (21.8.2007) 
 
Tools and Issues for Data Miners --  
Classification, Visualization, and Generalization 
 
The main focus of the course will be supervised learning, primarily for classification.  The 
emphasis will be on practical applications of the methodologies that are described, with the R 
system used for the computations.  Attention will be given to 
1) Generalizability and predictive accuracy, in the practical contexts in which methods are 
applied. 
2) Low-dimensional visual representation of results, as an aid to diagnosis and insight. 

3) Interpretability of model parameters, including potential for misinterpretation. There will be 
very limited attention to regression methods with a continuous outcome variable.  

Relevant statistical theory will mostly be assumed and described rather than derived 
mathematically.  There will be somewhat more attention to the mathematical derivation and 
description of algorithms. 
 
The following is a draft schedule: 
 
Codes j=John; g=Graham; z=Zhen Pang; a=Alan 
 
Week 01 16 July 2007 

  Introduction 
 Lecture 01j - Course Overview 
 Lecture 02j - Introduction to R 
 
Week 02 23-27 July 2007 

  Statistical Basics for Data Mining 
     Lecture 03j - Introduction to R 
     Lecture 04j - Distributions and Sampling Distributions      
     Lecture 05j - Population & sample; source & target population, etc. 
                       
     Laboratory 01j - R Basics (Lab exercises 1) 
 
     Assignment 1j 15 marks 
 
Week 03 30Jul-Aug3 2007 

  Classification models - Models and Model Accuracy assessment 
     Lecture 06j - Linear and Other Models; model formulae;  
     Lecture 07j - Classification models - multi-way tables; 
     Lecture 08j - Training/test, cross-validation, bootstrap I 
 
     Laboratory 02j - Practice with R (Lab exercises 2) 
 
Week 04 6-10 August 2007 

  Statistics and Data Mining 
     Lecture 9j - Training/test, cross-validation, bootstrap II 
     Lecture 10j - Generalizing from models; measurement of accuracy      
     Lecture 11j - Source/target differences; reject inference, etc. 
 
     Laboratory 03j - Informal & Formal Data Exploration 
            (Lab exercises 3)            
 
Week 05 13-17 August 2007 

 Lecture 12j - Linear versus non-linear models 
 Lecture 13j - Variable selection effects      
 Lecture 14j - Use and Interpretation of Coefficients 
 
      Laboratory 04j - Different kinds of models - accuracy assessment 
                       (Lab exercises 4)  
 



Week 06 20-24 August 2007 

 Lecture 15j - Errors in variables 
      Wed Lecture  – Cancelled 
 
Data Mining Techniques 
      Lecture 17g – Data mining issues + tools 
 
      Laboratory 05j - Ordination  
 
      Assignment 2j 15 marks 
  
Week 07 27-31 August 2007 

      Lecture 17g - Clustering  
      Lecture 18j – Ordination, based on discriminant results 
      Lecture 19g - Association Rules  
 
      Laboratory 06g - Tree-based models & random forest 
 
 
TERM BREAK 
 
Week 08 17-21 September 2007 

 
 Lecture 20g - Decision Trees + Deployment 
 Lecture 21g - Boosting and Random Forests 
 Lecture 22g – Neural Nets and Support Vector Machines     
 
      Laboratory 07j - Ordination - views of multi-dimensional data 
 
Week 09 24-28 September 2007 

 Lecture 23g – Data Mining Issues + Tools 
 Lecture 24j - Ordination methods – non-parametric 
 
      Laboratory 08g - Rattle (Lab exercises 5; GW) 
 
Assignment 3g 15 marks -  
 
Week 10 1-5 October 2007 

  Special Topics 
 
 Lecture 25a - Commentary on "Hastie, Tibshirani & Freedman's 
 Lecture 26a - Elements of Statistical Learning 
 
      Laboratory 09j - Data summary - traps for the unwary  
                       (Lab exercises 5) 
 
Week 11 8-12 October 2007 

  Practical data analysis 
 Lecture 27 - Worked example?  
 Lecture 28 - Worked example?  
 
      Laboratory 10j - Data analysis - a 'large' data set. 
 
Week 12 15-19 October 2007 

 Lecture 29 - Worked example?  
      Lecture 30 - Wrap up and Survey and Feedback 
 
Week 13 22-26 October 2007 

  Student Presentations (G35) - 25 Marks 
  Commentary on Presentations – 5 marks 
 
Exam - 25 marks Take Home exam 
 


