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Abstract

An algorithm is presented for finding a zero of a function which changes sign in a given interval.
The algorithm combines linear interpolation and inverse quadratic interpolation with bisection.
Convergence is usually superlinear, and is never much slower than for bisection. ALGOL 60
procedures are given.

Comments

Only the Abstract is given here. The full paper appeared as [1]. For similar material see [2,
Chapter 4]. Related algorithms are described in [3, 4].
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