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Abstract

Strassen’s and Winograd’s algorithms for n × n matrix multiplication are investigated and
compared with the normal algorithm.

The normal algorithm requires n3 + O(n2) multiplications and about the same number of
additions. Winograd’s algorithm almost halves the number of multiplications at the expense
of more additions. Strassen’s algorithm reduces the total number of operations to O(n2.82) by
recursively multiplying 2n× 2n matrices using seven n× n matrix multiplications.

Floating-point error bounds are obtained for both Strassen’s and Winograd’s methods. It
is shown that Strassen’s method satisfies a certain numerical stability property (albeit weaker
than that satisfied by the normal method); and that scaling is essential for numerical accuracy
using Winograd’s method.

In practical cases, for moderate n, Winograd’s method appears to be slightly faster than the
other two methods, but the gain is, at most, about 20 percent. Strassen’s method should be
faster for sufficiently large n, and this will be important in the future as memory sizes increase.

An attempt to generalize Strassen’s method is described.

Comments

This report describes a project undertaken as one of the requirements for the degree of Master
of Science, and hence may be regarded as the author’s master’s thesis. Only the Abstract is
given here. The full report appeared as [1]. For related work, see [2, 3, 4].

The error analysis of Strassen’s algorithm shows that, although it is not as stable component-
wise as the normal algorithm, it is sufficiently stable to be usable in implementations of Level 3
Basic Linear Algebra Subroutines (BLAS). (This was not pointed out in the report since Level
3 BLAS had not been invented at the time.)
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