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Freface

The preblem of finding numerical approximations te the zercs and
extrena of functions, using hend computatisn, has g dong history. In
the last [ew years, considerable progress has been made in the development
of algoritime suitable for use on a digital computer. The aim of this
work is to suggest improvements to0 some of these algorithms, extend the
apthematical theory behind them, end deseribe some new alporitims Tor
approximating local and global minima. The unifying thread is that all
the algorithms consldered depend entirely on sequential function
evaluations: no evaluations of derivatives are required. Such algorithms
are very ugeful if derivatives are difficult te evaluate, and thisz is
often true in practieal problems.
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Theorems are given concerning the order {i.¢., rate) of convergence of o Sueces-
give interpolation process for finding simple zeros of & function or ita derdivetives,
uging only Tuncticn evaluations. Ipecial cases include the successive Linear inter-
polaticn process for finding zeros, and 8 parabolie fnterpoletion procese Tor finding
turning pointe. HResults on interpolestion and finite differences fnclude weakening the
nypetheses of a4 theorem of falston on the derivative of the errcr in Lagranglan inter-
polation.

The theoretical resulis are applied to given algorithme for Finding zercs or loeal
minims of funsetions of one veriable, in the rresence of roumding errore. The slgerithm
are guarantesd to converge nearly se fast as would bisection or Fibonacel search, and
in most practical ¢ases convergente 15 superlinear; and much faster than for bisectlom
ar Fibonacel search.

The provlem of finding a global minimwm of & function f , of cne varlable, is
investigated. We give a nearly optismal algorithm which is applicable if an upper bound)
on 7 ig known. A generalization, useful in practice if n <3 , i8 givea for
functions off n varisbles, The effect of vyounding errors in theee algorithms can be
acoounted for.

Finally, we present a mofification of Fowell's slgorithm for finding & lotel
minimm of 8 function of seversl varimbles without celeulating derivatives. The medl-
fleation ensurea that the search directicns cen not betcme linearly dependent; &nd
aumerical examples suggest that the algorithm compares faverably with cther methods

wiiich do net require derivatives.
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