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1. Introduction

The recursive convolution equation can be expressed as

N
Vi= ) TiYies
j=1

It plays a very important role in digital signal processing.
It is usually considered that recursion implies sequential
execution. Thus only 1D (one-dimensional) architectures
were taken into account in VLSI implementation of this
kind of problem. A good example is the two-slow(5] 1D
systolic array derived by Kung[2]. Recently, Robert et.
al.[6] modified this 1.D systolic array by using the divide-
and-conquer technique[l]. With about the same area, the

modified array has twice the throughput of the original
one.

)

In this paper, we shall derive a 2D systolic architec-
ture for solving the recursive problem (1). Our solution
has about twice the area, but twice the throughput of
Robert’s array.

Section 2 briefly describes Kung's 1D two-slow Sys-
tolic array and gives the idea of deriving Robert’s array.
Section 3 gives a detailed discussion of our 2D architec-
ture with a throughput rate of two. An example of the
use of our efficient architecture to solve an IIR problem
is given in section 4.

2. 1D Systolic Arrays

Fig. 1 depicts the two-slow systolic array for the recursive
convolution problem. In this array, coefficients r; are
prestored in cells. The output y; travels from right to
left to accumulate its terms. Then it is fed back from the
left end of the array as an input for the computation of
other outputs. In order to produce the correct results,
consecutive y;’s are separated by two time units, so the
throughput rate is only 1/2.

If the coefficients with odd (or even) subscripts are
all zeros, w; needs only to meet y;_z, ¥i—4, Yi—s, =+ (or
Yi-1, Yi-3, Yi-5, ---). In this case, the array described
above can be used with a throughput rate of one, as
shown in Fig. 2.

It may be possible to divide the general problem into
two sub-problems, one containing the odd subscript coef-
ficients and the other containing the even subscript coef-
ficients. These two sub-problems can be implemented on
the arrays in Fig. 2 with a throughput rate of one. Then
we may combine the two partial results into a result for
the original problem, obtaining an array with twice the
throughput of the two-slow array. Unfortunately we can
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not use this procedure for the equation in (1) if r; <> 0.
We see, from Fig. 2(b), that the output coming out from
the system will be fed back into the system immediately
at the next time unit. However this output is now a par-
tial result only and it has to be combined with another
output to form a complete result for the original problem.
Therefore the complete result must be fed back into the

system before it is produced. To solve this problem, the
following modification is required.
From (1), we obtain

N
Yi-1 = Z Tilio1-j
i=1

Substituting (2) into (1), we have

(2)

N
Yi =Yy + Z?‘iyi—,’

i=2
N N
=71y Yooy + D TiVinj 3)
i=1 j=2
N+1
S
i Yi-j
i=z
where rgl) =rjt+rirj_1,for2 < j < N and rgll =T77rN.

This modification does not change the total number of
coefficients.

We now divide (3) into two sub-equations:

Nj2
1
y:) = Z ?'gn)lyl'—Zm;

m=1

N/z
(1) .
Z Tam+1¥i=(2m+1)-

m=1

(4)

yi =

In (4), we assume that N is even without loss of general-
ity. Fig. 3 depicts two sub-systems for solving these two
sub-problems with a throughput rate of one.

From Fig. 3 we see that we have extra one time unit
to accumulate the two partial results so that the com-
plete result is formed before it is required by the system.
Therefore, we can easily combine the two sub-systems
into a system for solving the recursive convolution prob-
lem with a throughput rate of one, as shown in Fig. 4.

The architecture in Fig. 4 is slightly different from
the one derived by Robert, et. al, but both systems work
equally well.



3. An Efficient 2D Systolic Architecture

We see, from (1), that y; can not be produced before
Yi-1 is available. However, in (3), yi does not depend
on the availability of y;_,. Therefore yi and y;_; can be
produced simultanecously. The throughput rate is further
increased. To achieve this, we use the following proce-
dure.

First we arrange the outputs in (3) inte two groups,
one containing the outputs with even subscripts and the
other those with odd subscripts:

N+1
- (1) .
e = TJ' Yak—j;
=2

N+1
= (1) .
= " Yak-1—j,
i=2

I

()

Y2k—1

where k = 1,2,3,-.-.
Each group above
parts, that is,

can be further divided into two
0 1
Y2k = Yz + Yori (6)
Y2k-1 = Yhh, + vy

In the above equations,
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The four sub-equations in (7) and (8) are simply
convolution problems, They can be implemented on the
two-slow systolic array described in section 2. Then we
combine the partial results to form a result for the origi-
nal problem, as shown in Fig. 5.

Since the sub-problems are implemented on the two-
slow systolic arrays, the method described in section 2

can be used directly in Fig. 5 to double the throughput
rate.

The coeflicients in Fig. 6 are pre-computed as fol-
lows: For1 <1< 3

{ R LTI FR P SIS
H -1
"f’v}+r = 7'1( r,
(9)
where 7" = Tj.

The dash-lines between the adders in Fig. 6 are zero-
delay lines, Assuming that the time for performing three
additions is less than that for one multiplication and one
addition, they can be computed in one unit of time. Qur
final architecture is given in Fig. 7.

4. An IIR Problem
An IIR digital filter can be expressed as

M N
M v

¥vi= 2 , WiZi-j + } TiYi-j
j=0 i=1

The second sum of the above equation is a recursive con-
volution problem. It can be implemented on the array
described in the previous section. The first sum is a lin-
ear convolution problem. To solve this problem, we first
divide it into eight sub-problems, in a similar way to the
recursive convolution problem, so that the sub-problems
can be implemented on two-slow arrays with a through-
put rate of one. Instead of connecting the partial results
together to form a result of the linear convolution prob-
lem, we use these partial results as eight inputs to the
array for the recursive convolution problem. We then
obtain a system for solving IIR problems, as shown in
Fig. 8.

The system in Fig. 8 consists of three parts. Part 2is
the architecture for recursive convolution problems, The
eight sub-arrays for the linear convolution problem are
divided into two parts (part 1 and part 3), one placed on
the top of part 2 and one underneath part 2. In the fol-
lowing, we discuss the communicatjon between part 1 and
part 2. The communication between part 2 and part 3 is
similar.

It can be seen, from (10), that the outputs produced
by part 1 should have the same subscripts as the inputs
required by part 2 in order to make the communication
correct. Fig. 9 depicts an example to show that the in-
puts and outputs in part 1 are organized to match this
communication requirement to tlhe array in Fig. 7. Be-
cause we are considering the communication problems,
Fig. 9 shows only the first cells of the four sub-arrays in
part 1.

(10)

The drawback of Fig. 9 is that global propagation of
the input is required. We can apply the cut theorem(3][4]
to Fig. 9 to eliminate the global interconnection. The cut
set is given in Fig. 9 and the resulting structure with local
interconnection is depicted in Fig. 10,

5. Concluding Remarks

In this paper, we derive an efficient 2D systolic architec-
ture for solving the recusive concolution equation. With
about twice the area, this system has twice the through-
put rate of Robert’s array. We also give an example to
show that, by using our systolic architecture, IIR prob-
lems can be computed systolically with a throughput rate
of two. The idea described in this paper can be extended
further to achieve even higher throughput. However it
seems that global communication can not be avoided if
we want to obtain a throughput rate higher than two.
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Fig.1. A two-slow systolic array
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Fig. 2 Implementation of recursive problems
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An schematic structure for solving

IR problems
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Systolic input/output arrangement in part 1



