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A Mobile TCP SocketXun QuComputer Sciences Laboratory, RSISEThe Australian National UniversityCanberra, ACT 0200 Australia Je�rey Xu YuDepartment of Computer ScienceThe Australian National UniversityCanberra, ACT 0200 AustraliaRichard P. BrentComputer Sciences Laboratory, RSISEThe Australian National UniversityCanberra, ACT 0200 AustraliaAbstractIn this paper, we propose a mobile TCP socket which is the second step of our two step approachto support mobility. The �rst step of our approach is to support portability as reported earlier. Inour mobile TCP socket, a mobile mapping is introduced, which maps TCP associations to underlyingTCP connections. The mobile mapping can be implemented in the socket layer and on top of TCP/IPprotocol layers. Our approach achieves high compatibility with current TCP/IP protocols, due tothe fact that neither of the two steps in our approach impose any changes on TCP/IP protocolsnor the underlying Link layer. At the same time, our approach can reduce both the propagationcost for distributing location information of mobile hosts and the forwarding cost for forwarding IPdatagrams across the Internet. The concept of mobile mapping and its implementation details aregiven in this paper.1 IntroductionTruly ubiquitous mobile computing requires that programs on mobile computers be able to processcontinuously, as in a distributed environment. However, the current TCP/IP protocols are designed forhosts which have unique Internet-wide IP addresses and are not supposed to move from one internetworkto another while network applications are running. In TCP/IP-based systems, the hardness of mobilecommunication stems from IP routing and addressing schemes. The IP address has two related usages.First, it is used as a unique identi�er for a host. Second, it is involved in routing algorithms. If a hostmoves into a new network, its old IP address can not be used for normal TCP/IP communications,because all packets intentionally addressed to this host will be routed to its old network1. Most mobileIP solutions[4, 5, 22, 11, 12, 14, 3] support mobility in the network layer from which the problem stems.Therefore, the current IPv4[17] needs to be enhanced by some special routing mechanisms which haveto be supported by mobile hosts and/or routing facilities. This will be the major barrier for quick, wideand easy deployment of the existing mobile IP solutions.We di�erentiate between mobile and portable protocols. A portable protocol can provide communi-cation services when the host stays in di�erent networks. However, the portable communication servicesare intermittent in terms of two meanings: no communication services can be provided during the periodof moving, and important system parameters may be changed, that will cause loss of communicationconnections with their peer systems. A mobile protocol is a protocol that can keep all current openconnections alive and provide continuous communication services at all times.Our previous work on portable IP communication employs the existing protocols and extends theirservices to support portable communication[15]. Basically, our portable solution relies on existing pro-1The network id in the old IP address instructs the routers to forward packets in this way.1



tocols, such as DHCP and DNS, and does not need any modi�cations to TCP/IP protocols and routingfacilities. In this paper, we propose a mobile solution for TCP/IP-based host systems on top of ourportable support system. The core of mobile solution is mobile TCP socket which can be implementedin the socket layer and on top of the TCP/IP layers. This approach can achieve high compatibility withcurrent TCP/IP systems for the following three reasons. First, we adopt the same API of standardsocket. Second, we don't require any special functionality in the network or the transport layers to sup-port mobility. Finally, we don't require all networks, where mobile hosts may visit, to support specialrouting mechanisms. In terms of performance, our mobile solution can reduce both the propagationcost for distributing the location information of mobile hosts and the forwarding cost for forwarding IPdatagrams across the Internet.The remainder of this paper is organised as follows. In Section 2, related work will be presented.In Section 3, we discuss the main issues we are concerned with. Section 4 brie
y outlines our previouswork on portable support. In Section 5, we introduce our two step approach for supporting mobility.Preliminaries are given in Section 6. In Section 7, the concept and the issues for mobile mapping arediscussed. In Section 8, we discuss a mechanism, called virtual port, to support mobile mappings. Adetailed example using our protocol is given in Section 9. We conclude our work in Section 10.2 Related WorkAt �rst, we brie
y describe the terms we will use in this paper regarding mobile communications. Amobile host, is a TCP/IP-based host which can change its attach point to di�erent internetworks andaccess network services as a �xed host. Each mobile host has a home network, in which the mobile hostis assigned a permanent IP address which is used by regular TCP/IP protocols to communicate witheach others. In contrast, a network in which mobile hosts temporarily stay is called a foreign network,or a guest network.In TCP/IP protocol suite, as shown in Figure 1, there are four protocol layers. The ultimate goalof mobile solutions is to provide network applications with mobile communication services in the layersunder the Application layer. Existing solutions can be distinguished based on the primary layer on whichthey provide mobility.
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Figure 1: TCP/IP protocol Stack with OSI/RFNetwork Layer SolutionsRecent research work on mobile TCP/IP has been conducted at the network layer from where thekey problem stems. These solutions aim at supporting mobility in the IP protocol layer. There arefour major Mobile Host Protocol (MHP) proposals, namely, Sony MHP[22], Columbia MHP[4, 5], IBM2



MHP[11, 12]2 and IMHP[3, 13, 14]. The IMHP proposal was derived from the others, and has now beenadopted by IETF as the Internet draft standard. All of these four MHPs share a common technologythat is to provide mobility at the network layer and keep the IP addresses of mobile hosts constant toall the upper layers. Hence, no transport or application protocol entities will be aware of any mobileoperations. All mobile functions are completed at the network layer and mobility features are hiddenfrom the upper layers.
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Virtual Mobile subnetFigure 2: Columbia MHPThe Columbia MHP proposes a virtual mobile subnet which is composed of a set of mobile supportrouters, denoted as MSR, scattered on a campus network. The campus network can consist of severalinternetworks including some remote internetworks over the global Internet (Figure 2). All packetsdestined to mobile hosts will �rst be routed to a nearest MSR which tunnels the IP packets to thecurrent MSR with which the destination mobile host is connected at the moment. When a mobile hostmigrates into a di�erent location, the mobile host will �rst register itself with the local MSR whichin turn informs all of other MSRs of the location of this mobile host. Mobile hosts always use theirpermanent IP addresses in such a virtual mobile subnet.
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FHFigure 3: SONY MHPThe Sony MHP envisages a virtual network on top of normal IP internetworks that are called physicalnetworks. Mobile hosts are treated as �xed hosts in a virtual network in the sense that their virtualnetwork addresses are constant. In each IP datagram, a new IP option is used to accommodate thevirtual network address. When mobile hosts roam into di�erent internetworks, their physical networkaddresses are changed. The location of each mobile host is kept in its home mobile router and ispropagated to all Sony routers, which will cache location information for correctly routing consequentIP datagrams. Therefore, any of these Sony routers can map the virtual network network address to thephysical network address and forward IP datagrams to mobile hosts.The IBM MHP[20] employs a standard IP option, loose source and record routing(LSRR), to forwardIP datagrams to mobile hosts. When a mobile host moves into a new location, it �rst registers itselfwith a local base station and informs its home mobile router of its new location as well. The mobilehost uses its original permanent IP address in the new location. If a �xed host sends an IP datagramto this mobile host, it sends this IP datagram to the home mobile router of this mobile host. The homemobile router will forward the IP datagram to the current base station where the mobile host stays by2David Johnson proposed similar MHP using IP LSRR[6, 7]3
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Figure 4: IBM MHPassigning this base station as the next router in the LSRR option (route 1, in Figure 4). Then the basestation delivers the IP datagram to the mobile host locally. The mobile host can send IP datagramsback to the the �xed host directly. If the router at �xed host's internetwork is LSRR enable, the datacan then be directly sent from the �xed host to the mobile host by assigning the base station as the nextrouter in the LSRR option.
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direct route Figure 5: IMHPIMHP uses home agents and foreign agents to route datagrams to/from mobile hosts (Figure 5). Eachmobile host has two IP addresses: a temporary current IP address and a permanent home IP address.The home IP address is the unique identi�er of a mobile host. The current IP address is a care-of IPaddress which indicates the current location of a mobile host. In a foreign internetwork, a mobile hostwill register itself with a local foreign agent and in return obtain a care-of IP address. Then the mobilehost will inform its home agent of the care-of address. Afterwards, the incoming IP datagrams will �rstreach its home agent, then be forwarded to mobile host's current care-of address using IP-IP tunnelling.The care-of IP address can be the IP address of the foreign agent, or a temporary IP address assigned tothe mobile host. In the former case, the foreign agent is responsible to strip the IP-IP tunnelling packetsand deliver the enclosed datagrams locally to the mobile host. In the latter case, the mobile host has todo the tunnelling communication with its home agent.Solution Forwarding Point(s) Method Location Propagation ProtocolColumbia multiple MSRs IP-IP tunnelling among MSRs MICPSony multiple SRs normal IP among SRs new IP optionIBM home MR normal IP between MR and BAS LSRRIMHP HA IP-IP tunnelling between HA and FA new protocolTable 1: Summary of Mobile IP Solutions: Note that MSR(Mobile Support Router; SR(Sony Router);MR(Mobile Router); BAS(Base Station); HA(Home Agent); FA(Foreign Agent); and LSRR(LooseSource Routing).As a brief summary, the network layer solutions are aimed to provide a seamless mobile communi-cation services to transport and application layer entities, hence the basic requirement is to keep the IPaddress constant to the upper layers. Since the existing routing infrastructure cannot properly forwardIP datagrams to mobile hosts that are away from their home internetworks, MHPs focus on two basictasks: propagation of location information and forwarding IP datagrams through current IP routing4



systems in the global Internet. When a mobile host moves from one internetwork to another, the MHPsare responsible to propagate the new location information to all forwarding points. Therefore, any for-warding point can forward IP datagrams to mobile hosts. As in Table 1, Columbia and Sony MHPs usemultiple forwarding points distributed across Internet. The location information is exchanged withinthese special routers. Columbia mobile support router uses a special MICP[4] to exchange mobile hostslocation information, whereas Sony router collects and caches mapping between the virtual networkaddress and the physical network address from new IP option. IBM MHP and IMHP use a single for-warding point. The location information is exchanged between a mobile host and a single forward point.All these solution use either IP-IP encapsulation (tunnelling) or source routing to forward datagrams.Solutions in Other LayersThe Mobile Data Link(MDL) solution[10] suggests that mobility be transparently supported at thelowest Link layer above which all running protocol entities are not conscious of any mobile support. Ifa mobile host is in its home network, all data link packets will be sent and received in a normal way.If the mobile host moves into a guest network, as shown in Figure 6, the home access point, AP2, andthe guest access point, AP1, will cooperate with each other to forward data link packets to/from themobile host by encapsulating data link packets into IP datagrams. These encapsulating IP datagramsare embedded into data link packets again to be sent to local IP routers via the local area network. Inthis case, the mobile host will be treated as to reside in the home network. This architecture can spanover multiple physical networks.
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MDLFigure 6: MDL CommunicationThe main advantage of MDL is that any network and transport protocols can run over MDL andobtain transparent mobile communication services. However, in the MDL systems, there must be anaccess point in all participating networks to support link layer packets forwarding. All access pointshave to know each others for correct forwarding. Since every forwarded packet will be encapsulatedinto an IP packet, in turn it has two network and link layer headers and trailers included. The doubleencapsulation reduces the percentage of payload in such link layer packets and reduces the e�ciency ofdata transfer. Moreover, all packets to a mobile host, which is currently not in its home network, willbe routed to its access point at its home network at �rst and then be forwarded to the access point inthe guest network. Access points are a potential bottleneck in addition to detour routing.The mobile protocol can also be implemented in the transport layer. I-TCP [1] suggests that asingle TCP connection to a mobile host be separated into two connections. One is the special mobileTCP connection between the mobile host and the mobile support router. The other is a normal TCPconnection between the mobile support router and the corresponding host, as in Figure 7. In the mobilesupport router, there is a mapped socket, (IPm; P ort), which represents the socket on a mobile host.From the viewpoint of a �xed host, this socket looks like a normal socket since it has a constant identi�er(IPm; P ort). When the mobile host moves into another internetwork, the mobile host will �rst set up amobile TCP connection with a new mobile support router and the new mobile support router will takeover the normal TCP connection from the previous mobile support router by creating the same mappedsocket. However, because a mapped socket has to have a unique IP address and port number, all mobilesupport routers for a single TCP connection must act as if it were the owner of this socket. Therefore,with this solution, all mobile hosts are limited into one internetwork.5
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Figure 7: Indirect TCP Solution3 IssuesAs claimed in [4], the network layer seems to be a reasonable place to provide mobility. We focus onthe network layer solutions. Although these network layer solutions mentioned above have achieveda degree of success, all of them face one or both of the problems of poor performance and backwardcompatibility[9].As for backward compatibility, none of the existing mobile solutions are fully compatible with existingInternet protocols and infrastructure at the network layer where they are intended to solve the mobilityproblem. The Columbia and IBM MHPs limit mobile hosts to visit such internetworks where mobilesupport stations exist. Sony MHP needs more special routers in Internet for forwarding IP datagrams.Although IMHP claims that no special requirements will be imposed on the internetworks where mobilehosts will visit, it assumes that a mobile host can send IP datagrams using its home IP address directlyin a foreign network. Unfortunately, most of the current routing devices do not route local IP datagramswith a foreign IP address as source address. Some networks even perform source address �ltering forsecurity reasons. Therefore, a foreign address can not get through the �rewall[2]. Hence, IMHP stillneeds to impose some special support on the visiting internetwork.The performance issues rely on the cost to propagate location information, Cp, and the cost to forwarddatagrams, Cf . Obviously, more forwarding points and wider propagation of location information willachieve suboptimal routing, i.e. lower Cf . But this will result in less backward compatibility and highCp. On the other hand, if we employ fewer forward points, the Cp will be very low but at the sametime Cf will be higher. In such a case, all tra�c from �xed hosts to mobile hosts has to be forwardedby the home networks of the mobile hosts. This indirect and triangle routing has signi�cant impacts onperformance.
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a metrics by which we can measure the performance of routing protocols. The metrics used in RIP[20]is the number of hops. In the newer OSPF, the metric is a dimensionless cost which can be measuredin throughput, round-trip time, reliability, etc. The cost model we use here is based on the above twometrics. Let V be the volume of data being transfered, and let c be cost associated with sending a unitof data3. Then the total cost will be as follows.Cf = dXi ci � Vwhere d is the number of hops for transferring data between two ends.As shown in Figure 8, if a mobile host is away from its home network and is communicating to a�xed host. Although the mobile host can send IP datagrams directly to the �xed host, all packets fromthe �xed host to the mobile host will be forwarded by the home agent of the mobile host. Let Cfimhpbe the total cost of a communication session, for example, telnet, ftp or Web accesses. Let !V and  V bethe volume of data being transferred from/to the �xed host and to/from the mobile host, respectively.Cfimhp = ( d1Xi ci + d2Xj cj) !V + d3Xk ck�  Vwhere d1 is the number of hops between the �xed host and the home agent of the mobile host, d2 is thenumber of hops between the home agent and the mobile host, and d3 is the number of hops between themobile host and the �xed host. Here, we ignore the tra�c overhead of IP-IP encapsulation. Withoutthe indirect and triangle routing, the total cost of communication will be the following:Cfdir = d3Xl cl� !V + d3Xk ck�  VObviously, there is no indirect and triangle e�ectiveness when sending data from the mobile host to the�xed host. Therefore, there is no di�erence in terms of communication cost for such data transmission.In addition, the ratio of  V = !V is less than 1 and is supposed to be very small. As reported, for telnetaccess, the ratio of  V = !V is around 1=20. The ratios for ftp and Web accesses are much less than that�gure. Therefore, we ignore this cost: Pd3k ck�  V in our discussion. The ratio between Cimhp and Cdiris given below. CfdirCfimhp = Pd3l clPd1i ci +Pd2j cjIt is a well-understood fact that the number of hops for triangle routing will be greater than that fordirect routing. Therefore, we obtain d3 < d1 + d2. If the whole network is assumed to be balanced interms of cost metrics of links, every cm will be the same for transferring a unit of data. Obviously, theratio between Cfimhp and Cfdir is determined by d3=(d1 + d2) which is less than 1. Two common casesare considered. First, suppose that mobile hosts and �xed hosts are located in the same network. Theratio between Cfimhp and Cfdir will be 0.5. Second, suppose that a mobile host is in a guest networkwhich is far away from the home network of the mobile host and suppose that the mobile host wants toaccess data in the guest network. A larger �gure can be easily expected.Next, we assume that the whole network is unbalanced so some cm can be very high and some cn canbe very low. Note that in a local network the tra�c will be balanced and can be managed to be balanced.Therefore, if both mobile host and �xed host are in the same home network, the ratio is still expected tobe about 0.5. When a mobile host moves to a foreign network, in theory, the value of Cdir=Cimhp can begreater than 1. An optimal path is expected to be found on top of current routing infrastructure. In fact,using current routing infrastructure, it would be very di�cult to take every cm associated with every3For simplicity, we don't include the processing cost at routers.7



link into consideration when determining an optimal path4. In addition, as indicated in [8], datagramsto mobile hosts are often routed along paths that are signi�cantly longer than optimal. The probabilityof a router being a bottleneck in a longer path is much higher than that of a short path.Consequently, it is highly desirable if we can avoid indirect and triangle routing in a mobile envi-ronment and keep the communication cost as less as possible. Meanwhile, the compatibility should bepaid enough attentions to. The major contributions of our solution are a) provide high compatibilitywith current TCP/IP systems, and b) keep both forwarding cost, Cf , and propagation cost, Cp, as lowas possible.4 Previous Work on Portable SystemOur mobile solution proposed in this paper is primarily based on our previous work on portable TCP/IPsolution [15] which avoids indirect and triangle routing in a portable environment. The basic idea of ourportable solution is to decouple two-tie use of IP addresses in the conventional TCP/IP environmentin which IP addresses are used to identify hosts in Internet wide and to route IP datagrams to them.In our portable system, when a portable host arrives at a new location, the portable host will bedynamically assigned a temporary IP address, called current IP address, which will allow the portablehost to communicate with other systems in a regular way on the condition that its DNS name and itspermanent IP address (used at its home network) are unchanged and used as the unique identi�er. Thereare three component systems in portable TCP/IP system:� A portable host, has portable support functions and uses an regular TCP/IP protocol stack. Theenhanced portability can dynamically reset TCP/IP to new system parameters in a new networkenvironment.� A Home Portable Support System, H-PSS, is the system residing in the network where portablehosts have their permanent IP addresses. H-PSS receives information from portable host anddynamically updates its database. The H-PSS serves to other host systems as a DNS server aswell.� A Foreign Portable Support System, F-PSS, is the system working in a network where portable hostwill visit. F-PSS is responsible for allocating a local IP address and assigning system parametersincluding default router, MTU and other parameters to a visiting portable host. F-PSS will contactH-PSS of the portable host to authenticate it if security is required. As an option, the basic portablefunctions including the assignment of IP addresses and system parameters to portable host can betaken over by DHCP, which is an Internet standard and has been populated in the Internet.When a portable host migrates into a network, the portable host follows the following procedure to goback on line and to work as a non-portable system to its peer communication systems.� portable host broadcasts its requests to �nd a local F-PSS or DHCP server in order to obtain newsystem parameters, in particular the current IP address.� If there is F-PSS, F-PSS will talk with this portable host's H-PSS and authenticates the portablehost's requests. If the request is granted, F-PSS will issue a temporary IP address and assign othersystem parameters to portable host.� After resetting TCP/IP, portable host sends back the new IP address and other location-relatedinformation back to its H-PSS. H-PSS will check whether the F-PSS is bogus. This can avoid faultrouting IP datagrams.As far as we can see above, in a foreign network where portable hosts are visiting, the portable hosts looklike a �xed system in the sense that portable hosts initiate communication sessions with other systemsin a normal way using a new assigned IP address. When a system needs to talk to the portable host4IETF proposed an additional routing scheme in [8] for extensive operations to its IMHP. However, it imposes additionalburden on both mobile hosts and correspondent systems to encapsulate datagrams so as to complicate these systems too.8



residing in the foreign network, it uses the portable host's home IP address or DNS name to inquireH-PSS in order to obtain portable host's current IP address. The Figure 9 shows the entire procedureof communications among these systems.
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Home NetworkFigure 9: Portable Host SystemOur portable IP support system does not require special support from any foreign networks androuters except the standard protocols, such as DHCP, BOOTP etc. The main advantages of portablesystem are as follows.� Direct routing: It can save communication costs compared to indirect and triangle routing.Since portable system does not require special routing mechanisms, a portable system and itscorrespondent system communicate through existing routing infrastructure. Unlike IMHP whichrequires IP-IP encapsulation, our portable system consumes less network bandwidth and CPU timeat both home support systems and either special routers at foreign network or at mobile hosts.� Few requirements are imposed: Only standard DHCP or BOOTP services are required atforeign networks. Special protocols are implemented only on the portable system itself and itshome portable support system. Then it is easy to deploy portable systems in the Internet and givelarge roaming areas for mobile hosts in Internet.� Ease of implementation: Because a portable system does not modify network and transportlayer protocols, not only can it talk to normal TCP/IP system, but it satis�es the most likelycomparability with any internet environment without any portable support at a foreign network.The users of our portable system can access server systems as normal using telnet, ftp, email, etc.
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Figure 10: Two-step Solution5 Mobile TCP SolutionOur portable support system plays an important role in our mobile TCP solution. In our mobile TCPsolution, we further exploit the advantages of our portable system, and enhance it with mobile TCPcommunication services. Figure 10 portraits a layering structure of our mobile system. To provideapplication layer with mobile TCP services, the mobility in our mobile solution is provided in twoseparate steps. 9



� (Step-1) Portability: Up to transport layer, the portability is supported by unmodi�ed TCP/IPprotocols with additional portable support module. The Link layer in TCP/IP protocol suite issupposed to be portable since various types of Ethernet, Token Ring or serial line protocols (e.g.PPP or SLIP) o�er portability in the sense that users can easily plug into and unplug from thenetwork connector at the physical and link layer. Our portable system is adopted as given in theprevious section.� (Step-2) Continuity: In our approach, TCP/IP protocols themselves are intact which guaranteesthat our mobile system can communicate with all TCP/IP systems. The continuity is providedat the socket API layer. The socket API is not a protocol layer in TCP/IP protocol stack, butit is an access interface to transport services in all BSD-clone TCP/IP implementations as wellas in Windows environment (Winsock 1 and 2). We call our enhanced socket layer Mobile SocketLayer(MSL).With our TCP mobile solution, mobility is equal to portability plus continuity. Our mobile solutionis twofold. First, the mobile TCP support is at socket layer, all underlying protocols need not to bemodi�ed to support mobile TCP communications. Secondly, the deployment of our mobile system ismuch easier than existing MHP solutions in terms of employing current routing infrastructure. Theimplementation details will be discussed in the later sections.Assume that an application process at mobile host MHa is communicating with a peer applicationAppa at another host by using the BSD socket in a network Neta, and further suppose that MHa needsto move to another networkNetb meanwhile the connection with Appa need remain uninterrupted. Usingthis situation as an example, the continuity provided by MSL has to support two main functions, namely,the continuous TCP association and I/O support. First, active TCP association between a pair of TCPsockets must not be interrupted by any losses of underlying communication links caused by movement ofmobile hosts. When MHa leaves Neta, the TCP connection will be broken. As soon as MHa arrives atNetb, the portable system will �rst assign system parameters including a new IP address toMHa. Then,after TCP/IP protocols resume functioning, MSL will then reopen new TCP connections for pendingassociations that is for communicating with Appa in an automatic and transparent way. Second, Duringmoving, no network I/O will be performed. In order to provide a seamless socket services, MSL keepsaccepting I/O requests from the upper layer even when TCP connections have been broken. The pendingI/O requests will be performed after the connection is reopened.6 Preliminaries6.1 TCP Association and TCP ConnectionThe BSD socket API is a set of system calls which provide applications with accesses to communicationservices. As �rst introduced in TCP protocol[18], the concept of socket was de�ned as an endpoint ofTCP communication and identi�ed by an IP address and a TCP port number. In BSD Unix socketAPI, a socket is further extended to a protocol-independent communication endpoint. Given there areseveral protocol suites (e.g. OSI, XNS, SNA and Internet TCP/IP), each socket will be bound to oneof them, which is called Domain. Each domain can have more than one candidate transport or networklayer protocols to be further assigned to a open socket. As shown in Figure 11, in the Internet domain,three types of sockets are available including datagram (UDP), data stream (TCP) and raw socket.A socket is presented as a triple, (protocol, IP-address, port-number). The binding between twosockets is call an association which is de�ned as a 5-tuple[19]:(protocol, local-IP-address, local-port-number, peer-IP-address, peer-port-number)Importantly, an association is Internet wide unique, that means an association between two sockets canbe set up once at a time, no two same associations can exist simultaneously.In this paper, we restrict ourselves to TCP. A TCP association will be established between an activeopen socket and a passive one, or called client and server. A TCP association is de�ned as(TCP, local-IP-address, local-port-number, peer-IP-address, peer-port-number)10
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Figure 12: Sequence of System Calls6.2 Socket System CallsA typical sequence of socket system calls are shown in Figure 12. The server �rst creates a socket, andthen binds it to a local address, namely a local-IP address and a port number. All client programsmust know that port number if they intend to use the services provided by the server. The next step atthe server site is to use listen() and accept() in order to wait for any incoming connection requests.When a client requests a connection, accept() will return a new socket for the server to response. Theinitial socket is only used for acceptance new incoming requests.6.3 The TCP I/O SemanticsThe TCP I/O semantics is mainly a�ected by its internal bu�er and the I/O system calls which ma-nipulate the internal bu�ers. Using 4.4BSD-Lite as an example[23], there are two groups of socket I/Osystem calls that manipulate the internal bu�er, namely, the write system calls and the read system calls.They include write, writev, sendto, sendmsg and read, readv, recvfrom, recmsg, respectively.Figure 13 shows both the control and data follows for the write system calls. Application processespass to the socket layer data and control messages including the destination IP address by calling oneof these four write system calls. Two socket layer calls soo write and sendit keep such requests inan internal data structure. The socket layer sosend �rst tries to obtain enough bu�er space to holdall data if possible, and then copy them to the sending bu�er by calling the TCP layer subroutine |pr usrreq. Figure 14 shows both control and data 
ows for read system calls. The two socket layercalls, soo read and recvit, keep user requests in an internal structure with which a socket layer callsoreceive performs real data transfer from the TCP receiving bu�er to the application process bu�er.11
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soreceiveFigure 14: Read System calls and Bu�eringAs for write calls, locally the data being sent are �rst copied into the socket layer bu�er, and thento the TCP layer's sending bu�er. For synchronous I/O socket, write system calls return after datahave been copied into the TCP sending bu�er. For asynchronous I/O socket, though write calls returnimmediately, the signal of I/O completion is sent to application process after data are properly put intothe TCP sending bu�er. Therefore, there are no any chances of loss of data when transferring data tothe TCP sending bu�er. However, no error occurring in copying data locally does not ensure that dataare successfully transfered to the remote site. Closing socket will cause loss of data in the TCP sendingbu�er. Usually close closes TCP socket. At default, close call will return immediately and all datain the TCP sending bu�er are sent out. When tearing down the TCP connection, application processescan discard pending data to be sent by set the socket option SO LINGER. Another system call shutdownperforms similar closing function.As for read calls, TCP protocol will not discard any data correctly received. If there are no bu�ersin the receiving bu�er, TCP will close its receive window. All data out of the receiving window arediscarded and will not be acknowledged. If processes provide a small read bu�er, the socket layer willonly transfer up to the size of that small read bu�er. The remainder will be supplied for next read.Similarly with the sending bu�er, the receiving bu�er will be cleared by close and shutdown.A socket can be closed in two ways | read half and write half. When closing write half, applicationcan further indicate whether the pending data are to be discarded or not.In summary, TCP socket guarantees that data will be correctly deliver to remote process withoutduplication and loss in normal data transfer period. Socket I/O system calls will not introduce additionalpossibility of loss of data. When sockets are closing, the data remaining in the sending and receivingbu�ers may be discarded by TCP entity.
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7 The Continuity of TCP is Mobile Mapping: The Conceptand IssuesIn this section, we �rst introduce the concept of mobile mapping and discuss the issues on how toimplement such mobile mapping.7.1 Mobile MappingIn conventional TCP/IP host systems, the relationship between a TCP association and a TCP connectionis 1:1. When application processes request to open or close an TCP association, in response, the socketlayer underneath will request the transport layer to setup or tear down a corresponding TCP connectioncorrespondingly. The association and connection can be considered as to have the same life time.Before the discussion of mobile mapping between a TCP association and a TCP connection, twoterms have to be clari�ed. A home-IP is an IP address assigned to a mobile host permanently whenthe mobile host resides in its home network. A current-IP is an IP address temporarily assigned to amobile host when it moves to di�erent guest network.Our strategy is brie
y given as follows.� Keeping TCP associations unchanged. Since the home-IP address is a unique identi�er of a mobilehost, we use home-IP addresses in TCP association even when the mobile host is in a guest network.The TCP association is independent of the location of the mobile host.� Resetting TCP connections when mobile hosts move to a new location. The current-IP addressesare used in real TCP connections.� Hiding any loss of TCP connections from applications by introducing mobile mapping mechanismsbetween TCP associations and TCP connections.MSL provides an uninterrupted TCP association for TCP sockets between two MSL supported sys-tems. When a mobile host moves, the TCP connection will be broken. However, both MSLs will continueto support socket I/O operations as long as sending bu�er is not full, and make the TCP association alive.When the mobile host arrives at a new location, a TCP connection will be automatically reconnectedby two MSLs, and then the queued I/O requests and new I/O requests are performed through the newTCP connection. In such circumstances, one association may be mapped to more connections. However,at the same time, the relationship between two sockets is constant. The Figure 15 schematically depictsthe life time of TCP association and TCP connection.
IPa1

Process A Process B

Pa

Pb

IPa2

Host Ha, IPa Host Hb, IPb

IPb1

mobile socket

transport
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(TCP, home-IPA, PortA, home-IPB , PortB)to a TCP connection fcurrent-IPA, PortA, current-IPB, PortBgNote that the port numbers need not changing. As depicted in Figure 16, if mobile host Ha moves to anew location, its current-IP address changes from IPa1 to IPa2. Although the TCP socket associationis still alive when moving, the old TCP transport connection, (TCP; IPa1; Pa; IP b1; P b), will be takenover by the new TCP transport connection, (TCP; IPa2; Pa; IP b1; P b). The data 
ow between mobilesockets is continuous through the new connection.7.2 Issue 1: Distinguishing Old and New ConnectionWhenever a mobile host changes its location and therefore its current IP address, the opening TCPsocket association must be mapped on to the new TCP connection using the new current IP addressaccordingly. However, implementation of such a mapping and re-mapping an open association to a newconnection is challenging. The major contribution to the complicity is the reuse of port numbers. Bothserver and client systems may reuse a local port number to make di�erent connections with di�erentpeer sockets.
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Figure 17: Reuse of Port NumberThe mechanisms of reusing port numbers make it di�cult to map a mobile TCP association to a newTCP connection. For example, as in Figure 17, a server program is running on a �xed host. The portnumber Ps is used to connect with two mobile systems. Suppose that MH1 and MH2 are talking tosocket S1 and S2 on the �xed host. The server is also waiting for new incoming requests. Suppose thatMH1 moves away from current network. Then its TCP connection will be forced to terminate, but itscorresponding TCP association will be kept alive. However, the server has no way to determine whethera new connection request is either a new request or a reconnection from MH1, because the incomingrequest will have a new source IP address.Another potential problem is from the reuse of the temporary current IP addresses. For example, aserver has a TCP connection with a mobile host, MHi, using a temporary current IP address IPcurr.After a while, MHi moves away and leaves the server in the state of waiting for reconnection fromMHi.The IPcurr may be allocated to another mobile host, MHj , which may try to set up a connection withexactly the same IP address and port number at server as used by MHi. In spite of the same IP addressand port number, the two mobile hosts shall be treated di�erently.7.3 Issue 2: Keeping the Same SemanticsTo keep the same TCP socket I/O semantics in our mobile socket environment is not simple. At �rstglance, a TCP association is mapped to a TCP connection and the semantics should be maintained byTCP entities which is supposed to be remained unchanged in mobile environments. However, a potentialproblem occurs when closing of connection. In a non-mobile network environment, a TCP associationis always mapped to a single TCP connection. The only possible loss of data without further warningis at the end of communication. Whereas a mobile TCP association might be mapped to many TCP14



connections in di�erent time periods (referring to Figure 15). At all ends of these connections, data maybe lost.There two possible cases. First, a mobile host tries to close TCP connection just before moving. TheTCP entities at both ends will try to send out all data kept in the sending bu�ers before closing. Butthis process will take time. If a mobile host moves before completion of active/passive close, both sideshave no idea whether the data remaining in TCP sending bu�er have been successfully sent out. Thereare two further possible cases: a) the data have already been sent to the correspondent site and the onlyloss is the acknowledge which may be lost or has not been sent out; and b) the data have lost on theway toward the remote site. Therefore, the data cannot be simply resent when a new TCP connectionis setup. Second, the network connection of mobile host gets lost in a non-voluntary way, so mobilehosts have no time to close their current TCP connections and are forced to abort it. For example, auser unplugs the network cable, or inadvertently goes beyond the covered area of current wireless LAN.In such cases, old TCP connections are aborted at both sides which detect loss of network connectionor any network changes. Both systems do not know whether data in the sending bu�er are correctlyreceived by the remote side.To mobile TCP association, any kind of loss of data or any suspicious situation might occur in themiddle of life cycle of mobile association. This could change the TCP socket I/O semantics. Data mightbe lost when system moves consequently.7.4 Issue 3: Distinguishing Between Di�erent TCP ServicesThe MSL-supported systems are expected to communicate with both conventional and peer MSL-supported TCP systems so as to allow all applications to communicate without hassles of dealing withdi�erent systems and di�erent services. Two solutions are possible. One is to change the conventionalsocket API interface that supports both conventional and mobile TCP services to applications. Theother is to �nd ways to detect whether a request is from a conventional system or a MSL-enabled sys-tem. The former request to change the socket API syntax and therefore the semantics. Consequently,existing applications can not be able to access our mobile TCP services without recompilation. Thelatter incurs unnecessary system overhead when applications do not need mobile service.8 Virtual PortOur solutions to the �rst two issues mentioned in the previous section are introducing the concept ofvirtual port which is an additional port between socket and TCP port as shown in Figure 18. A virtualport acts as a TCP port from the viewpoint of a socket. When an application binds a socket to a TCPport, MSL creates a virtual port, and binds the socket to it accordingly. The mobile TCP association isestablished between two such virtual ports. All code above the virtual port is the same as used in thecurrent socket layer, and extensive mobile functionality is hidden by a virtual port.
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Figure 18: Virtual PortWhen created, a virtual port is assigned to a home-IP address and a local port number. Therefore,what the socket sees is a TCP port with consistent permanent address. MSL maps a virtual portassociated with a home-IP address and a port number, to a real TCP port associated with current-IP15



and port number, dynamically5. The TCP connection is set up between two real ports by conventionalTCP/IP protocol stacks. Furthermore, like TCP ports in the current TCP/IP system, a virtual portcan be shared by more than one sockets.The following information must be managed in MSL system, namely, a six tuple (A; Vid; P;B;Bn; F ).A is a TCP association, represented as:(TCP; home-IP1; port-number1; home-IP2; port-number2).As mentioned before, it is di�cult to distinguish reconnection requests from connection requests dueto port reuse at the server side. Hence an identi�er, Vid, is added to identify a unique virtual asso-ciation from all associations through the same virtual port. Vid itself does not need to be unique inInternet wide. The Vid is assigned by the server virtual port when a client cite requests to initiate aconnection. The Vid will be passed to the client. Later, the client cite uses the Vid as an additionalinformation to reconnect to the server virtual port. P is a connection between two addresses, namely,(current-P1; port-number3; current-P2; port-number4). The home-IP is the permanent IP address for amobile host, and current-IP is a temporary IP address for the mobile host. The MSL system mapshome-IP addresses used in A to the corresponding current-IP addresses used in P . The port numberin general can be di�erent. F is used to indicate the type of local socket, either client or server. B isa sending bu�er being managed inside of the MSL system. Bn is a serial number to indicate the serialnumber of data transfer. It starts from 0 at the beginning of mobile association.
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Figure 19: A Simple Example8.1 Procedure for ConnectionThe procedure for connection between two sockets is given in this section. We illustrate the steps inFigure 19, assuming that the server system is a �xed host.� Step 1: A server application creates a socket and binds it to a local address, (home-IP1; port-number1).The MSL system at the server site creates a virtual port using the same address, accordingly.� Step 2: The server application passively opens the socket. Correspondingly, the MSL systemat the server site opens a passive TCP port, (current-IP1; port-number1), and waits for incomingrequest. Here current-IP1 is the same as home-IP1.� Step 3: A client application completes creating and binding its local socket, (home-IP2; port-number2).The MSL system at the client site creates a virtual port using the same address as server does inStep 1.� Step 4: The client process then initiates a connection procedure to establish a TCP associationwith the server socket. The address of the server socket given by the client process is a permanentaddress.� Step 5: The MSL system at the client site maps both local and server permanent addresses tocorresponding current TCP socket addresses, and starts a regular TCP three-way handshake to5Note that the port number at server side might be changed, we will discuss this later.16



set up a real TCP connection between two virtual ports at both the client and the server sites at�rst. This procedure is not visible to application processes at both sides.� Step 6: The MSL system at the server site will then accept the TCP connection from (current-IP1,port-number1) to (current-IP2, port-number2) for further exchange of additional MSL controlinformation. Noting that the TCP association between two sockets has yet to exist at this stage.� Step 7: By the real TCP connection, the MSL system at the client site sends its virtual portaddress including additional information to its peer MSL system at the server site to indicate thatit is an initial connection request.� Step 8: Based on the information provided by the MSL at the client site, the MSL system at theserver site decides whether or not to accept this request according to the parameters passed fromthe upper layer at the server site.� Step 9: If this request is accepted, a new socket is created at the server site, but not a new virtualport. The MSL system at the server site will assign a Vid to this new association and also informthe MSL system at the client side of the acceptance.� Step 10-a: The MSL system at the client side keeps the Vid internally and informs the clientapplication of the successful connection.� Step 10-b: If the server application refuses the connection at Step 9, the MSL system at theserver site sends a deny information back to the MSL system at the client site. Then client MSLreturns a error code to client.Obviously, the major di�erence of the connection procedure between the MSL systems and theconventional systems is that a real TCP connection is set up before the socket association and beforethe connection between virtual port is accepted.Next, we brie
y describe how to implement the above steps using the API for the standard socketsystem calls. At the server side, for Step 1, a socket() creates a socket structure and a bind() assignsa local permanent address to the socket. For Step 2, the server calls both listen() and accept() topassively open the socket. The accept() will create a virtual port locally, and the MSL maps the virtualport address to a real TCP address. This accept() will return when a virtual port is accepted at Step9. At the client site, for Step 3, the client process calls socket() to create its own local socket. Theclient can call bind() to explicitly assign an address to local socket. If the client does not call bind(),connect() will implicitly assign such an address, at Step 4. To both the server and the client processes,all the steps between Step 5 to Step 8 is transparent. The additional mobile operations are completed inaccept() and connect() system calls. When these two system calls return successfully, a mobile TCPassociation is created.The reconnection procedure will be the similar. The server virtual port is always waiting for incomingrequest from the underlying TCP port. The MSL system at the client site will send di�erent requestmessages with a Vid to the MSL system at the server site. Hence the MSL system at the server siteunderstands whether or not it is a reconnection, and is able to map it to correct destination socket.The server application itself may be ceased before its child processes and its socket is closed. Normally,there is no alive socket listening on the corresponding TCP port. In other words, all sockets associatedwith this TCP port are created for child processes and are not in a passive open mode. Any incomingrequests to this TCP port will be refused by the TCP layer. However, as for MSL, the processing isdi�erent in a certain circumstance. If there is a socket, which has active association with a client processwhich is not currently connecting to the TCP connection due to its movement, the MSL system at theserver site will still passively open the underlying TCP port, and wait for reconnection requests.The MSL systems have to distinguish the close of last TCP connection from all previous ones as well.At the last connection, the virtual ports and sockets at both sides need to be deleted. Otherwise, thevirtual ports must be kept alive. When the client or server applications need to close an association, theMSL systems will explicitly close the TCP connection and will delete such virtual ports and associations.17



8.2 I/O SemanticsThe sending bu�er, B, is aimed at two targets: providing continuous I/O services and remaining theTCP I/O semantics unchanged.As for providing continuous I/O services, the local data bu�ering scheme is given as follows. If theunderlying TCP connection between the two real TCP ports exists and functions, the virtual ports atboth sides will not bu�er any data. All data being sent out will be put into the TCP sending bu�erdirectly. During the movement, there is no real TCP connection, and no I/O requests can be performed.The MSL system is expected to bu�er data in its own sending bu�er. These bu�ered data will be sentout when a new TCP connection is created later on. A virtual port can reject data when its bu�er is full.The rejection is not an exceptional case by all means. For instance, in normal socket communications,network congestion can occur. In this case TCP cannot send more data when the sending window is fulland the consequent sending requests will fail. The loss of underlying TCP connection looks the same asloss of network bandwidth to application processes in terms of I/O failures.Regarding TCP I/O semantics, TCP uses both sliding window and acknowledgement mechanism toensure correct delivery of all data being transfered between two TCP ports over unreliable networks.When a TCP connection is being closed, either side may discard data in its sending bu�er. Hence, TCPassociations are reliable during the data transfer period but there is no guarantee during the closingtime. In mobile association environments, there might be more that one TCP connections to conveydata between a pair of sockets, and exist no mechanisms to ensure that these TCP connections can beclosed in a complete manner.
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windowFigure 20: Association Window and TCP WindowTo keep the I/O semantics unchanged, besides the bu�er, B, we introduce a new mechanism, calledassociation window, which spans over entire association lifetime and is independent of TCP windowmechanism as shown in Figure 20. TCP windows make sure that data can be correctly transfered insingle TCP connection, whereas association windows are aimed at the correct data transfer during entirelifetime of a mobile association. Association window gives all data being transfered in one direction asequential number, Bn, like TCP window does. The initial number is always from zero. At each beginningof re-establishing underlying TCP connection, both virtual ports will exchange the sequential numbersin association window to indicate how many bytes in incoming data stream have been correctly received,hence the peer systems can resume transfer from correct starting points. Virtual ports will keep recordsof the sequential numbers of both last byte sent to the TCP layer and the last byte received, thesenumbers are updated when each time virtual port sends data to TCP sending bu�er or receives datafrom TCP receiving bu�er. Given the loss of data in TCP communications can only occur at the endof each TCP connection, only these data in TCP sending bu�er might be lost. Therefore, MSL fetchesback the remainder of data in TCP sending bu�er into virtual port bu�er, B, at the end of each TCPconnection. Upon reconnecting, virtual ports will re-send all or partial portion of data in the bu�er, B,according to the requested sequential number Bi sent by remote side. Both B and Bi are recorded inthe aforementioned 6-tuple of virtual port.8.3 Virtual Port ProtocolThe Virtual Port Protocol(VPP) is a protocol used between a pair of virtual ports. The basic tasksof VPP are demultiplexing and mapping the incoming connection requests to proper associations andresynchronising data transfer after reconnections.There are four types of Protocol Data Units (PDU) used in VPP, as given in Figure 21. After setting18
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32Figure 21: Protocol Data Unitsup the underlying TCP connection between the pair of virtual ports, VPP PDUs are exchanged beforeany data transfer of application processes.First, the MSL at the client site sends a INI REQ with the de�nition of virtual connection (local home-IP, local-Port, peer-home-IP, peer-port). The MSL at the server site then �nds that the incoming requestis for a new connection. According to the condition speci�ed in the server application's accept(), theMSL system at the server site decides whether or not to accept this request. The result is sent back tothe client in INI RSP PDU. If the connection is refused, the value of Vid is assigned to a negative number,and underlying TCP will then be closed by server system immediately as well. If the request is accepted,Vid will be a positive number as the valid and unique association identi�er among all associations of thisvirtual port at the server site. Afterwards, all incoming data will be directly passed to the sockets byvirtual ports, and not further control information is embedded into the normal outgoing data stream aswell.When a client moves into a di�erent location, the MSL system at the client site uses the Vid toreconnect. This request is sent in REC REQ UDP. And the MSL system at the server site will recognisethe reconnection request and �nd the corresponding association followed by replying a REC RSP message.REC RSP indicates that the current underlying TCP connection is successfully mapped to the destinationsocket. Like INI REQ, if the MSL system at the server site cannot �nd a Vid, a response with an invalidVid will be sent back. During reconnection period, both sides need to exchange the Bns to inform theother side of the position from which data transfer should start.8.4 The API of MSLMSL provides two types of TCP services, namely, regular and mobile services at both server and clientsides. As for the API of MSL, there are two solutions. One is to de�ne a new API for a mobile protocolsupported in the internet domain, say, IPPROTO MTCP. The other is to use the existing internet domain,by which MSL must be able to handle both regular and mobile services inside the MSL layer. Theadvantage of the later approach is the transparency at the expense of extra cost for handling regularTCP services. Due to the compatibility issues, we adopt the latter approach for our prototype system.Suppose that we use the current internet domain. Then, the next issue is how to make a regu-lar/mobile connection. For example, the MSL at the client site always attempts to make a mobileconnection with a remote virtual port following the VPP protocol, which de�nes the PDU's and ex-change procedures. However, the server system may not support VPP. Therefore, the establishment ofunderlying TCP connection may have di�erent meanings to the client and the server. The client willuse VPP, whereas the server will consider the connection between two sockets has been completed andbypass PDUs up to the server application processes. Two solutions are available. The �rst solution isto use an additional TCP option. The client virtual port sends INI REQ to normal well-known serverport with a new TCP option which inform the server that the client system wants to set up a mobileconnection. If the server system is MSL-enabled, it will correctly understands and responds such re-quest with another new mobile TCP option. If the server system does not support mobile service, itmust discard it and complete normal TCP connection according to the requirement to TCP/IP hostsystem[16]. The second solution is to use the so called magic number. After establishing a underlyingTCP connection, the MSL system at the client site sends the server a magic number at the beginningof data stream which is followed by the VPP INI REQ or REC REQ PDU's. From the magic number, theserver will understand that the client system needs mobile services. Otherwise, a regular association is19



set up. As for the �rst approach, it requires to enhance the TCP layer. We adopt the magic numberapproach for our prototype system.9 An ExampleIn this section, we demonstrate the functions of the virtual port protocol using an example.Initial Connection of Association and Underlying TCPFigure 22 shows the simpli�ed procedure of initial connection between two sockets, namely, a server anda client.
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Figure 22: Initial Mobile ConnectionIn the �rst step, the server process creates a socket and binds it to a local permanent address (home-IPS , PortS). In Step 2, the MSL system at the server site creates a virtual port for this socket andtranslates the permanent address into a local current address, (current-IPS , PortS). Then server processlistens on the socket in Step 3. Inside the MSL system, the virtual port listens to the real local TCP porton behave of the socket. In Step 4, the client process creates and binds an active socket to an assignedlocal address. The MSL system at the client site creates a underlying local virtual port, (home-IPC ,PortC). Then, the client process initiates a connection with the server process using its permanentaddress in Step 4. The MSL system at the client site maps both permanent addresses, for the clientand the server hosts, into current IP addresses, and then attempts to set up a regular TCP connectionbetween these two current IP addresses, (current-IPC , PortC , current-IPS, PortS), in Step 5. In Step6, the server virtual port accepts the connection request so that a regular TCP connection can be setup. The virtual port protocol entities exchange information between the pair of virtual ports in Step 6,7 and 8, as depicted in Figure 23.As shown in Figure 23, the client virtual port �rst sends an initial request (INI REQ message) to theserver virtual port, which contains both local and remote permanent addresses. The server will checkto see if the request is destined to a correct system and if there is a running server. Suppose that theserver MSL positively replies the request with INI RSP. The 16-bit index Vid in INI RSP is assigned forlater reconnection. Typically �ve TCP segments are exchanged to establish a virtual connection. But wecan combine INI REQ with SYN, since it is legal under TCP protocol with most TCP implementation[21]The INI REQ and INI RSP messages are used internally in MSL and will not be delivered to the upperlayers. If the server system rejects this virtual connection, it simply closes the real TCP connection.The client system will know the request is rejected and all internal data structures will be freed atboth systems. Note that unlike TCP, no initial sequential number for association window needs to beexchanged, because it always starts from zero. Each of the two virtual ports maintains two pointers forreceiving and sending association windows. The values of pointers indicate the sequential number of thelast byte received and sent form and to TCP port. Initial values of these pointers are zero.In Step 9 and 10, both the client and the server virtual port inform their corresponding sockets ofthe successful connection. Then, the underlying TCP connection is switched to normal data transfer20



OP index

Client Server

three-way
handshake

OP local P-IP portport Foreign P-IP

INI_REQ

INI_RSP

8

32 3216 168

16

Step 6

Step 7

Step 8

SYN, ACK

SYN

ACK

INI_REQ

INI_RSP

Figure 23: Initial Connection of Virtual Portsstatus.
ACK 900

DATA(901-1100)
ACK 200

lost

DATA(101-200)

TCP send buffer

101 200

Client Server

recv. assoc. window pointer = 900

901 1100

send assoc. window pointer = 200 send assoc. window pointer = 1100

recv. assoc. window pointer = 200

TCP send bufferFigure 24: Loss of TCP ConnectionSuppose that at later stage the client system starts to move and the TCP connection is lost betweenthese virtual ports, as shown in Figure 24. Further assuming that the client received the �rst 900 bytesfrom the server, and sent the �rst 200 bytes into TCP port. We also suppose that the server has receivedall the 200 bytes, and sent 1100 bytes to the client. Here, the 901st byte to 1100th byte of data beingsent by the server are lost. After the TCP connection is broken, both sides fetch the remaining datain the sending bu�ers of the TCP ports to their virtual port bu�er. In the client, there are 100 bytesleft in the TCP sending bu�er due to the fact that the last IP datagram carrying the ack informationfrom the server was lost. In the server, 200 bytes remain in the TCP sending bu�er, and these data aretotally lost.Reconnection of Underlying TCPWhen the client arrives at its new location, new TCP connection will be re-established to resume thecommunication between these two virtual ports. In our VPP, the client system always actively tries toconnect to the server system. Envision that client system moves from network N1 to a new network N2,and current IP address is IPC2 .As shown in Figure 25, the server always listens on PortS if there are any alive virtual ports associatedwith it (Step 1). After the client is ready to communicate at its new location, it starts a three-wayhandshake to establish a new TCP connection with the server virtual port at �rst. The new TCPconnection between these two virtual port is (current-IPC2 , PortC , current-IPS, PortS). The serverwill accept this connection �rst at the real TCP port level which is done in Step 2. In Step 3, the clientvirtual port sends reconnection request to the server virtual port with Vid and its receiving associationwindow pointer. The server virtual port then looks up its association list, and checks to see if there is a21



4

virtual mobile port

mobile socket

TCP port

1
2

3

4

5
5

child

ServerClient
Process Process

(TCP, P-IPc, PORTc, P-IPs, PORTs)

P-IPc, PORTc, P-IPs, PORTs)

IPb, PORTc, P-IPs, PORTs)

Figure 25: Reconnection of Virtual Portpending mobile association to wait for reconnection. If successful, a response is sent back to the clientto inform the success of a reconnection (Step 3). Then, in step 4, both virtual ports will resend the datain the bu�er of virtual port at �rst, and then continue the I/O services provided to sockets (in Step 5).
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