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Abstract

We present algorithms for digital signature generation and verification using public key
cryptography over an arbitrary group G. The algorithms are similar to those of ElGamal,
but do not require a knowledge of the group order. Forging signatures or determining the
secret key requires the solution of a discrete logarithm problem over G, or the solution of
other problems which appear at least as difficult. The algorithms can be modified to work
over arbitrary semigroups.

1 Introduction

As first shown by Koblitz [15] and Miller [22], the well-known El Gamal algorithms [7] for
encryption and digital signatures can be generalised to work over any group. However, a practical
annoyance is that the algorithm for generating signatures requires a knowledge of the order #G
of the group. This seems anomalous since the algorithms for encrypting and decrypting messages
do not require knowledge of #G. In the original El Gamal scheme, #G is not required in order
to verify a signature, although it is required for verification in the standard DSA and EC-DSA
schemes.

In the following we show that it is possible to create and verify signatures without a knowledge
of #G. The signatures are slightly longer, and the algorithms slightly slower, than in the case
that #G is known, but only by small constant factors (for details see §4.1).

Groups which might be used include the group of points on an elliptic curve over a large
finite field GF(q), the jacobian of a hyperelliptic curve over a finite field, and the class group
of an imaginary quadratic number field: see [21, §8.4.2]. Other groups may be proposed in the
future.

We emphasise that the security of the new algorithms seems comparable to that of the
standard ElGamal algorithms if the same group is used. An imposter can not sign a message or
find the secret key merely by determining #G.

On the assumption that an attacker can compute #G, the security of both our new algorithm
and the standard El Gamal algorithm depend on #G having a large prime factor (see §5.3), and
it is difficult to guarantee this without computing #G. Thus, our algorithm is likely be useful in
practice only if it is applied to groups whose order is very difficult to compute. This is not the
case for groups of elliptic curves over finite fields GF(q) (¢ = 2F or ¢ a large prime), because of
the polynomial time algorithm of Schoof [32] and recent improvements by Atkins, Couveignes,
Elkies, Lercier and Morain [1, 4, 5, 8, 18, 19, 23]. The expected run-time of the best of these
algorithms is O((log q)%).

Our notation and assumptions are described in §2, and the new algorithms for determining a
cryptosystem, signing and verifying a message are given in §3. The new algorithms are compared
with the standard ElGamal algorithms and some of their variants in §4. The security of the new
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algorithms is considered in §5, and in §6 we consider applying the new algorithms with groups
drawn at random from a family of groups with certain statistical properties. A generalisation of
the algorithms to semigroups is mentioned in §7. Finally, some conclusions and open problems
are stated in §8.

2 Notation and Assumptions

We write Inz for the natural logarithm and lg z for log, x.

Let G be an arbitrary group with group operation “+” and identity element 0. We write
elements of G as gg,91,..., and integers as ag,a1,...,0, . It will always be the case that
gi = &j490-

Let n be a parameter whose choice depends on the degree of security required. We assume
that any event which occurs with probability O(2-™/2) can safely be ignored, and that it is
infeasible to perform Q(Z”/ 2) operations. n = 128 is adequate for most current purposes, but in
the future it might be necessary to increase n to compensate for increases in computer power [30].
At present, n = 160 is a conservative choice.

Let By denote the set {0,1,2,...,2%¥ — 1} of (unsigned) k-bit binary numbers. We assume
that there is a mapping v : B, — G of n-bit binary numbers into G.

For encryption of messages it is necessary to split long messages into sufficiently short pieces
which are regarded as binary numbers and mapped into G using a mapping such as . For
signature generation and verification it is sufficient to work with the hash of a message rather
than the message itself.

We shall be working in a cyclic subgroup H = <gg> of G generated by a certain element
go € G. Since H is cyclic it is necessarily abelian, even if G is nonabelian. In cryptographic
applications H should be finite (so that group elements can be represented in a fixed number of
bits), but the algorithms work over countably infinite cyclic groups. Assuming that H is finite,
we write Q9 = #H. Since all computations are performed in H, it is H and Qg rather than G
and #G which are of interest in the following.

We assume that the discrete logarithm problem (DLP) in H is computationally difficult. A

Pollard rho algorithm [25] may be able to solve it in expected time of order Q(l)/ 2; in general
no better algorithms are known. Better algorithms are known in special cases, e.g. if G is the
multiplicative group of a finite field [9]. For more on the DLP, see §5.3.

Let h : MUG — B, be a good n-bit cryptographic hash function, e.g. SHA-1. Here M is
the space of possible messages. For simplicity we assume that the same hash function can be
applied both to messages and to group elements. We define m = h(M), where M is the message
of interest and m is its n-bit hash. In the following we assume m # 0 (if m = 0, just set m « 1).

In §3 we present algorithms for signing and verifying messages, and also (in §3.5) for en-
crypting and decrypting messages. The signer /receiver is Alice, the verifier/sender is Bob, and
the eavesdropper or potential forger of signatures is Eve.

Alice and Bob do not know #G, although Eve may. (In the case that G is the group of an
elliptic curve over a finite field, Eve could compute #G using Schoof’s algorithm.)

Alice and Bob have access to a strong, cryptographically secure random number generator R
which they can use to select unpredictable and (approximately) uniformly distributed numbers
from B,,. We write R(By,) for a random selection from the set B,, (not the same choice each
time).

G is public information. It is assumed that Alice and Bob have agreed on a representation
of group elements and can perform the group operation, i.e. given f,g € G they can compute
f+gand f —g. (In §7 we show that the computation of f — g can be avoided.)



3 The Algorithms

In this section we describe the algorithms for determining the parameters of a cryptosystem,
signing a message, and verifying a signature. The security of the system is considered in §5.
3.1 Public and secret information

To determine the cryptosystem, Alice performs the following algorithm.

Algorithm I
1. Choose a random group element gy < (R(By)).
Choose a random n-bit number o «— R(B,,).
Repeat step 2 until o passes a probabilistic primality test. [This is optional — see §5.2.]
Compute g1 « «a1gg in G.
Repeat steps 14 until g; # 0.

The secret key is . [This is only known to Alice]

N o e N

The public key is (go, g1). [This is known to Alice, Bob and Eve]

3.2 Signing a message

Let M be a message which Alice wishes to sign. She performs the following algorithm.

Algorithm S
1. Compute m «— h(M).
Choose a random (2n + 2)-bit ag «— R(Bap+2).
Compute go < aggo and h(ga).
Repeat steps 2—-3 until g2 # 0 in G.
Compute p— az+ (m+h(gz))on (1)

If 4 € Bapt2\Bon+1 then accept p; otherwise reject p and return to step 2.

N o W

The signature of M is (u, g2).

Comment

The test at step 4 could be omitted, since go = 0 with probability 1/Qo, which we assume is
negligible. The reason for the test at step 6 is explained in §5.2. Step 2 will be executed twice
(on average). This number can be reduced to 2¥/(2% — 2) by increasing the number of bits in
ag to 2n+ k (k > 2) and changing the acceptance criterion at step 6 to pu € Bopik\B2nt1-

3.3 Verification

To verify the signature (u,g2) on message M, Bob computes m = h(M) and checks if the
verification condition

g2 + (m+ h(g2))91 = p1g0 (2)
holds in G. The signature is verified iff (2) holds.



3.4 Explanation
Suppose (1) holds. We have

[z + (m + h(g2))a1]go = 1go ,

but asgo = g2, 190 = g1, so (2) holds. Thus, (1) implies (2).

Conversely, if (2) holds with g1 = a1g9, we see that gs is in the subgroup H generated by go.
If go = abgo say, then we see that oy = ap mod Qp, where Qy = #H.

The probability that a random message will pass the verification condition is 1/@Q1, where
Q1 is the order of g;.

3.5 Encryption, decryption and key agreement

We give the ElGamal algorithms for encryption and decryption in our notation. These do not
require knowledge of QQg, so we do not need to modify them. We assume that v is invertible on
its range (this assumption can be avoided — see §7).

For encryption of a message M (assumed short enough and encoded in B,,), Bob computes
random ag = R(B,,), g2 = a2go, g3 = ag1 +v(M), and the ciphertext is (g2, g3).

For decryption, Alice computes M = v~ !(g3 — a192). This works because aog1 = @192, S0

g3 — 192 = W(M) .

Only Alice can decrypt the ciphertext in this way, because only Alice knows the secret key ;.

For completeness, we observe that the Diffie-Hellman key agreement protocol and related
protocols can easily be expressed in terms of addition in an arbitrary group. They do not require
knowledge of the group order [21, Remark 12.49]. In fact, the essential component of El Gamal
encryption/decryption is agreement between Alice and Bob on a group element asg; = a199
using the same idea as Diffie-Hellman.

4 Comparison with ElGamal

We express the standard ElGamal algorithms for signatures in our notation to show the sim-
ilarities and differences. In the standard ElGamal algorithm for signing h(M), Alice does the
following:

1. Choose a random «ay < R(B),) mod Q.
2. Repeat step 1 until GCD(a2, Qo) = 1.
3. Compute g = aago and h(g2).

4. Use the extended Euclidean algorithm to find 8 < @)y such that

m = a1h(g2) + agf mod Qo . (3)
5. The signature is (3, g2).
To verify a signature, Bob checks the verification condition:

0<B3<Qo and Bga+ h(g2)g1 = mgo . (4)

The range check on (3 avoids a known attack [21, Note 11.66(iv)]. The condition (4) should be
compared with (2).



4.1 Signature size and efficiency comparisons

The signature (u,g2) generated by Algorithm S is longer than the signature (3, g2) generated
by the standard ElGamal algorithm, because p has 2n + 2 bits versus n bits for 5. If the
group elements can be represented with about n bits, our signature is about 50% longer than a
standard ElGamal signature.

Performing the group operations to generate a signature with Algorithm S could take up to
four times as long as for the standard ElGamal algorithm, a factor of two because as has about
twice as many bits as 3, and a factor of two because of the possibility of repeating steps 2—6 of
the algorithm. As mentioned above, the expected number of repeats can be reduced by slightly
increasing the length of as. Thus, a practical implementation would probably take about twice
as long as the standard ElGamal algorithm.

Verification of (2) should not be significantly slower than verification of (4). However, in the
standard ElGamal algorithm, verification can be speeded up (by about one third) by computing
an inverse mod (g, and this option is not available to us.

We conclude that the space and time requirements for our algorithms are greater than for
the standard algorithms, but only by moderate factors (in the range 1.5 to 2), if the same group
is used.

4.2 Variants of ElGamal signatures

There are many variants of the ElGamal signature scheme: see [21, Table 11.5] and [31, §20.4].
However, so far as we know, none of those in the literature give an acceptable signature without
knowledge of Q).

For example, in [21, Table 11.5] there are six variants of (3), two of which do not require
computation of an inverse mod (Jy. In our notation these two are:

B = ai1h(g2) + agm mod Q) (5)

and
B =aim + azh(gz) mod Qq . (6)

Consider using (5) without any reduction mod Q. Eve knows h(g2), m and (3, so she knows a
relation of the form
ac; = bmod m (7)

If Eve observes several messages M (®) she can obtain several relations of the form
aPDay = b mod m® . (8)

Using the Chinese remainder theorem, Eve can deduce the secret key «q. Similarly for equa-
tion (6). Thus, reduction of # mod @y is essential when using (5) or (6) as a signing equation.

Our proposed (1) is not susceptible to this form of attack. This is because the random
integer a in (1) is not multiplied by any large constant known to Eve, so Eve can not construct
a useful set of modular equations.

5 Security Considerations

5.1 Forging a signature

It seems difficult for Eve to forge a signature (u, g2) which satisfies (2) without knowing the
secret key aq. If h(g) behaves like a random function and p is fixed, then choosing g at random
in H will give a solution of

g+ (m+h(g))g1 = 1go 9)



with probability about 1/Qq. If g is chosen then the left side of (9) is determined, so finding

involves the solution of a DLP in H. This takes an expected time of order Q(l)/ 2 by a Pollard
rho method.

5.2 Finding the secret key
If Eve observes many different messages M (1) and associated signatures (,u(i), ggi)), she may be
able to deduce some information about the secret key a;q from the distribution of x® or the

joint distribution of (u(¥, h(ggi))). To avoid this possibility, we introduced the “rejection” step 6
in Algorithm S. It is easy to see that the rejection step results in (u(*), h(ggl))) being uniformly
distributed in (Bap+2\Ban+1) X By, (assuming as usual a perfect random number generator and

hash function). Thus, the joint distribution of ;) and h(ggi)) gives away no useful information
to Eve. Without the rejection step Eve could deduce the leading bits of a; after a sufficiently
large number of observations.

If Eve happens to observe two signatures (u(l),gél)) and (,u(Z), géz)) with gél) = géQ) , she can
find the secret key. There are )y possible values of g2, so a coincidence is unlikely until Eve has
observed about Q(l)/ 2 signatures.

If Eve finds Qg and @1 by an algorithm for determining group orders, she can obtain some
information about the secret key ;. In fact she can compute

GCD(Qo,a1) = Qo/Q1 -

Although there is only a small probability that the GCD is large, Alice can defend against this
attack by choosing «; to be a (probable) prime (see the optional step 3 of Algorithm I). Since
o is an n-bit number, this ensures that GCD(Qo, @1) = 1, and hence Qo = Q1, with probability
1—-0(2™).

5.3 The discrete logarithm problem

The security of the system depends on the difficulty of solving the DLP in H. Pohlig and
Hellman [24] pointed out that the DLP can be reduced to solving DLPs in groups whose orders

are the prime power factors pjj of #H. In fact, Blake et al [1, §V.1] observe that it is sufficient
to solve DLPs in groups whose orders are the prime factors p; of #H. Since we assume that
Eve can find #H and its prime factors, the security of the system depends on the difficulty of
solving the DLP in a group of order p, where p is the largest prime factor of #H (most likely p
is also the largest prime factor of #G).

For security we would like p > 2" with probability 1 — O(27"/2), but this is difficult to
guarantee without computing #G. Thus, although Alice does not need #G to apply Algorithm S,
she does appear to need #G to be assured of its security [11]. If she is willing to compute #G
then she may as well use the standard ElGamal algorithm, since it is faster.

It is conceivable that there are families of groups whose orders are not easy to compute, but
can be guaranteed to have at least one large prime factor (at least with very high probability).

6 Using Random Groups

Suppose we have a family G of groups G with the property P that okl < #Gk < 2% and
#G ;1 behaves, at least so far as its largest prime factor is concerned, approximately like a
random number drawn from the interval [2¢~1, 2¥). Since the analysis is not rigorous, we shall
not try to be precise about the meaning of “approximately”.

A possible example is a family of groups of elliptic curves over finite fields GF (g ), where gy, is
a k-bit prime power. There is good evidence, both theoretical [12, Ch. 13][17] and empirical [2],



that such groups satisfy property P if g is prime. There is less evidence in the case that gy is
a power of two?.

Suppose we randomly select a group G, € G. Using property P, we can estimate the
probability P that a cryptosystem based on G and the algorithms of §3 is insecure, in the
sense that it could be broken by solving the discrete logarithm problem (using the Pohlig-Hellman
and Pollard rho algorithms) in O(2™%/2) group operations. From §5.3, P is the probability that
the largest prime factor p of #H is O(2"), and this is essentially the same as the probability
that the largest prime factor of a random k-bit integer is O(2"). Thus,

P~ p(u),

where u = k/n can be regarded as an expansion factor, and p(u) is Dickman’s function [14,
§4.5.4]. For example, with an expansion factor of seven, P ~ p(7) < 1076, Table 1 gives a small
table of values of p(u) for 4 < u < 10.

Table 1: Dickman’s function p(u)

p(u)
49x 103
3.5 x 1074
2.0x107°
8.7 x 1077
3.2x 1078
1.0 x 1079
10 | 2.8 x 10711
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By our definition of n in §2, a probability of 2~/ is negligible. To ensure that P is negligible
we need p(u) ~ 27"/2. Asymptotically In p(u) ~ —ulnu, so we need

TL2

k ~
2lgn’

(10)

which is too large to be competitive with the RSA system [28] for n =~ 160.

Our analysis is conservative, because an attacker has to find the orders of about
1/p(k/n) =~ 27/2 groups, with each group order computation taking at least k® operations
with the best currently-known algorithms, before even finding a group whose discrete logarithm
problem is feasible in 0(2"/ 2) group operations. Also, each group operation probably requires
many arithmetic operations [26].

If the asymptotic analysis of the number field sieve (NFS) factorisation algorithm [16] is used
to estimate the equivalent keysize krsa for RSA [28], much as in [1, §1.3], then we see that

n3

kRsA ~
RSA™ 198(1gn)?

so k < krsa as n — +o0.

It may be desirable to insist that g, — 1 has a prime factor p; which is “large” in the sense that p1 > \/qx + 1,
since this implies that the group G has a large cyclic subgroup: see Lemma 1 in the Appendix.



7 Generalisation to Semigroups

Observe that the algorithms of §§3.1-3.3 do not require the existence of inverses in G. All
that is required is that 4 is an associative operation on . Thus, it is sufficient for G to be a
semigroup [3].

We can modify the algorithms of §3.5 to work if G is a semigroup. Instead of taking
g3 = azg1 + y(M), Bob takes A = h(aeg1) ® M, where @ is bitwise exclusive or. The ci-
phertext is (g2, A). Alice can use the relation aeg; = a192 to decrypt the ciphertext and obtain
M = h(algg) ® A

More generally, instead of using exclusive or, M can be encrypted using an arbitrary sym-
metric encryption algorithm with key h(azg), say M — E = E(h(azg1), M), and the ciphertext
is (g2, F'). Alice can decrypt using M = D(h(a1g2), E). This shows that the essential ingredient
is a Diffie-Hellman key agreement between Alice and Bob [21, §12.6.1].

Why use a semigroup? It may be more difficult to solve the discrete logarithm problem in a
suitable semigroup than in a group which is representable in the same number of bits, because
the Pohlig-Hellman algorithm depends on the group structure. In particular, it depends on
Lagrange’s theorem [21, §2.171], which implies that the order of g¢ is a divisor of #G.

For a system using semigroups to be practical, we need to be able to compute kgg in O(lg k)
operations, which severely restricts the semigroups which can be used. One example is a semi-
group of (possibly singular) r X r matrices over a ring.

8 Conclusions and Open Problems

It is not essential to compute the group order in order to implement public key cryptography
using an arbitrary group. Our algorithms apply to any group (or semigroup) and are potentially
useful provided computation of discrete logarithms in the group (or semigroup) is difficult.
However, in practice it seems hard to guarantee the difficulty of the discrete logarithm problem
over a group without computing the group order.

We suggest some open problems:

1. Are there families of groups which would give better performance with the same level of
security as the family of groups of elliptic curves considered in §67

2. Our algorithms only make use of an (abelian) cyclic subgroup of G. Algorithms exist for
finding abelian “hidden subgroups” in polynomial time on quantum computers [33]. Thus,
it is of interest to ask if there are algorithms for public key cryptography which make use
of nonabelian groups G in a nontrivial way?

3. Are there suitable semigroups which would make the generalisation of §7 attractive?
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Appendix — a Lemma on Elliptic Curves

The following Lemma gives a simple condition under which the group of an elliptic curve over
a finite field can be guaranteed to have a large cyclic subgroup. This is a necessary, but not
sufficient, condition for the group order to have a large prime factor.

Lemma 1 Let G be the group of an elliptic curve over GF(q), where ¢ = p* is a prime power
and g — 1 = cp1, where py is prime and p1 > \/q+ 1. Then G has a cyclic subgroup of order at
least #G/c.

Proof. By Mordell’s Theorem [27, Theorem A7.3], G can be written as

G%Tl@TQ,

where, writing ¢; = #7T;, we have t1|te and t1|qg — 1. If p1|t; then

#G =ity > 13 > pi .

By Hasse’s Theorem [10],

SO

#G <q+1+2/q=(Vq+1),

plS\/a+17

contradicting the condition p; > /g + 1. Thus ti|c and #G = tite < cta, so

tQ Z #G/C
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