CONVEXITY ESTIMATES FOR FULLY NON-LINEAR SURFACE FLOWS

BEN ANDREWS, MAT LANGFORD, AND JAMES MCCOY

ABSTRACT. We consider the evolution of compact surfaces by fully non-linear, strictly parabolic
curvature flows for which the normal speed is given by a smooth, degree one homogeneous
function of the principal curvatures of the evolving surface. Under no further restrictions on
the speed function, we prove that initial surfaces on which the speed is positive become weakly
convex at a singularity of the flow. This generalises the corresponding result [27] of Huisken
and Sinestrari for the mean curvature flow to the largest possible class of homogeneous degree
one surface flows.

1. INTRODUCTION

Given a smooth, compact surface immersion Xo : M2 — R3, we consider smooth families
X : M? x [0,T) — R? of smooth immersions X (,¢) solving the curvature flow

- @ t) = = s(@, v (1)

X(x,0) = Xo(z),

(1.1)

where v is the outer unit normal field to the solution, and the speed s is given by a smooth,
symmetric function f of the principal curvatures k1, ko with respect to v. That is,

s(x,t) = f (k1 (2,t), k2 (2,1)) . (1.2)
We require that the speed function f satisfy the following conditions:

Conditions 1.1.

(i) that f € C>=(T), where I C R? is an open, symmetric, connected cone;

(i) that f is strictly increasing in each argument: %: >0l fori=1,2;
(iii) that f is homogeneous of degree 1: f (kx) = kf (x) for any k > 0 and any € T'; and
(iv) that f is positive on T.

The following examples illustrate the generality of the class of flows and initial surfaces consid-
ered.

Examples. The following speed functions satisfy Conditions 1.1:
(1) The mean curvature: f(z1,22) = o1 + 29 on the cone I' = {(21,22) € R%: 2y + 25 > 0}.

(2) The power means: f(z1,z2) = (|z1]° + |x2\ﬂ)%, B € R, on the positive cone T =T4.

(8) Positive linear combinations of functions satisfying Conditions 1.1: If fi,..., fi satisfy
Conditions 1.1 on T, then, for all (s1,...s;) € F’i, the positive cone in R¥, the function
f=s1fi+-+skfx satisfies Conditions 1.1 on T'. For example, the function f(x1,xz2) =
T1 + T2 + /2% + 22 is admissible on the cone Ty. (In fact, this speed is admissible on the
much larger cone T' = {(z1,x2) € R? : min{z1,z2} > 0} ).

(4) Homogeneous combinations of functions satisfying Conditions 1.1: Let ¢ : I'* — R be
smooth, homogeneous of degree one, monotone increasing in each argument, and strictly
increasing in at least one argument. Then, if f1,..., fr satisfy Conditions 1.1 on T, the
function f(x1,22) := ¢(f1(x1,22),..., fx(z1,22)) satisfies Conditions 1.1 on T.
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(5) A general construction: Write x1,x2 in polar coordinates (r,0) defined by

r=y/z?+ 2%, cost%, siHHZ%.
2(1 + x3) 2(q + 73)

Then, writing f = r¢(0), Conditions 1.1 become

¢ >0
and
¢/
A(9) < 3 < B(0),

where

A0) cosbising - _37/4 <0 < 7/4;
and

B(0) = {cose—ne —7/4 <0< 3r/4

cos 0+sin 0’ - ’

Therefore, given any smooth, odd function i : (—c,c) — R, with 0 < ¢ < 3w /4, satisfying

A(0) < (0) < B(0), we can construct an admissible speed function f = r$(0) by taking
0

¢ — e.fo w(a)do‘

Since we have chosen the normal to point outwards, and f is homogeneous, we lose no generality
by assuming further that I" contains (1, 1) and f is normalised such that f(1,1) = 1. Furthermore,
since f is symmetric, we may at each point (z,t) € M x [0,T) assume that k2(x,t) > k1 (x,1).

Curvature problems of the form (1.1), for which the speed f satisfies Conditions 1.1, have been
studied extensively, both for surfaces in R? and for higher dimensional Euclidean hypersurfaces.
In particular, when the initial (hyper)surface Xo : M — R"*! (n > 2) is convex, much is known
about the behaviour of solutions. Huisken [25] showed that convex hypersurfaces (n > 2) flowing
by mean curvature remain convex and shrink to round points, ‘round’ meaning that a suitable
rescaling converges smoothly to the sphere. These results were extended by Chow to flows by
the n-th root of the Gauss curvature [15], and, in the presence of a curvature pinching condition,
the square root of the scalar curvature [16]. Each of these speeds satisfy Conditions 1.1, with
' =T7% :={z € R" : 2; > 0V i}, the positive cone. More general degree one homogeneous
speeds were treated by the first author in [3, 5, 6], where it was shown that a very general class
contract convex hypersurfaces to round points. In fact, when the dimension of the hypersurface is
2, it was shown in [8] that no additional restrictions on the speed are necessary; that is, all surface
flows with speeds satisfying Conditions 1.1 (i)-(iii) on I' = I'} shrink convex surfaces to round
points. Note that one cannot hope to extend this result to higher dimensions, since, in that case,
there exist smooth, homogeneous degree one speeds that do not preserve convexity of the initial
hypersurface [12, Theorem 3].

It is true in general, as we show in Proposition 2.6, that flows (1.1) satisfying Conditions 1.1
become singular at a finite time 7', and supy;, 4} |h| — o0 as t — T, just as for convex surfaces.
On the other hand, if the initial surface is not convex, the behaviour of solutions near a singularity
is potentially more complicated than that of the shrinking sphere. For the mean curvature flow,
a crucial part of the current understanding of singularities is the asymptotic convexity estimate
of Huisken and Sinestrari, which states that any mean convex initial surface becomes weakly
convex at a singularity [27]. This, together with the monotonicity formula of Huisken [26] and
the Harnack inequality of Hamilton [24] allows a rather complete description of singularities in
the positive mean curvature case. In particular, asymptotic convexity is necessary in order to
apply the Harnack inequality to show that ‘fast-forming’ or ‘type-II’ singularities are asymptotic
to convex translation solutions of the flow. For other flows, the understanding of singularities is
far less developed, for several reasons: First, there is no analogue available for the monotonicity
formula, which shows that ‘slowly forming’ or ‘type-I’ singularities of the mean curvature flow are
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asymptotically self-similar. Second, there is in general no Harnack inequality available sufficient
to classify type-1I singularities, although the latter is known for quite a wide sub-class of flows [4].
And finally, there is so far no analogue of the Huisken-Sinestrari asymptotic convexity estimate for
most other flows, with the notable exception of the recent result of Alessandroni and Sinestrari,
which applies to a special class of flows by functions of the mean curvature having a certain
asymptotic behaviour [1].

The main purpose of this paper is to show that an asymptotic convexity estimate holds in
surprising generality for flows of surfaces. Our result is as follows:

Theorem 1.2. Let X : M? x [0,T) — R? be a mazimal solution of (1.1) for which f : T — R
satisfies Conditions 1.1. Then for any € > 0 there is a constant C. such that for all (z,t) €
M x [0,T) we have

ki(z,t) > —es(x,t) — Ce .

That is, an asymptotic convexity estimate analogous to that of Huisken and Sinestrari holds
for all parabolic flows of surfaces by degree one homogeneous functions of principal curvatures.

We discuss the applications of convexity estimates to singularities in the case of fully non-linear,
homogeneous degree one, parabolic flows in a companion paper [11], where we extend Theorem 1.2
to the higher dimensional case, assuming some further convexity conditions on the speed function.
In that case, we are able to apply the Harnack inequality of [4] to obtain a description of type-II
singularities analogous to that of the mean curvature flow. However, in the present case, without
further conditions on the speed, a complete description of singularities is not yet possible, although
it is possible to obtain some stronger results in special situations. For example, when the speed
function is convex, the Harnack inequality of [4] is available, and we may proceed as in [27, 11] to
obtain an analogous description of singularities. If the speed function is concave, then the results
of [10] may be used to rule out singular profiles such as G x R, where G is the Grim Reaper curve.

It is worth noting that Theorem 1.2 is unlikely to hold in higher dimensions under such weak
conditions on the speed function, due to the aforementioned smooth, concave speed functions for
which the corresponding flow does not preserve initial convexity. The special feature of the two-
dimensional case is that the ‘difficult’ terms involving first derivatives which arise in the evolution
of the second fundamental form, which must normally be controlled by assuming some concavity
condition on the speed function, turn out under careful inspection to be automatically favourable
to preserve bounds on the ratios of principal curvatures. This observation was first made in [9],
and has also been used in [32] to show that compact self-similar solutions of a wide variety of flows
are spheres. (We remark that similar ideas are also present in [34], where they are used to obtain
convergence to round points under the flow with speed given by |h|?.)

We remark that the proof of Theorem 1.2 utilises a Stammpacchia iteration procedure analogous
to those of [25, 27, 28], whereas the result of [1] is proved more directly, using the maximum
principle.

2. PRELIMINARIES

The curvature function f is a smooth, symmetric function defined on a symmetric cone. Denote
by Sr the cone of symmetric 2 X 2 matrices whose eigenvalue pair, A := (A1, A2), lies in I'. A result
of Glaeser [21] implies that there is a smooth, GL(2) invariant function F : Sp — R such that
F(AMA)) = F(A), where A(A) = (AM1(A4), A2(A)) are the eigenvalues of A. The GL(2) invariance
of F implies that the speed s(z,t) = f(k1(x,t),k2(x,t)) is a well-defined smooth function of the
Weingarten map, W; that is, s(z,t) = FOV(z,t)) := F(W), where W (x,t) is the component
matrix of W(z,t) with respect to some basis of endomorphisms of T, M. If we restrict attention to
orthonormal bases, then W;? = hij(x,t), where h;; are the components of the second fundamental
form h (which is the bilinear form related to the endomorphism W by the metric). This point
of view will be more convenient. In particular, since h is the normal projection of the Hessian of
the immersion, we see that (1.1) is a (fully non-linear) second order partial differential equation
(PDE).
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We shall use dots to indicate derivatives of the functions f and F":
d 2

FiNv; = — fA+ sv), .fij()‘)vivj == F(A+sv)
ds|,_, ds?|,_,
. d .. 2 (21)
FY(A)B;j == — F(A+sB), FPP"(A)ByyBrs = — F(A+sB).
ds|,_, ds?|,_,

Note that the summation convention is used here, and throughout. The derivatives of f and F
are related in the following way [18, 3, 8]: If A is a diagonal, and B a symmetric matrix, then

ER(A) = fR(\(A))M,
and, if /\1(A) 7é )\2 (A),

AA) — FIAA) . 2
(A —rg(d) (D)

BP9 (A) By Bry = PI(A(A)) BypByg +23 77(
p>q

In fact, the latter identity makes sense as a limit if A\; = As. Therefore, in particular, in a local
orthonormal frame of eigenvectors of W, we have

FROW) = ()0 22)
and,
frpars (W)B,y B = f'pq(K)Bpquq 49 Z w (qu)2 . (2.3)
prd P q

In what follows, we will drop the arguments when F' and f, and their derivatives, are evaluated at
W or k. This convention makes the notation s for the speed obsolete, and we henceforth replace
it by F. That is, we identify F(z,t) = F(W(z,t)). We remark that the preceding discussion
depends only on the fact that f is a smooth, symmetric function defined on an open, symmetric
cone, and not on any properties of the flow.

We observe that, by (2.2), the monotonicity of f (Condition (ii)) implies that (1.1) is strictly
parabolic. Short time existence of solutions can then be inferred using techniques from parabolic
PDEs, such as in [20] and [13] (see also [19]), so long as the principal curvatures of the initial
immersion lie in the cone I'.

We now note the following evolution equations, which are well known (see, for example, [25, 3,
12]).

Lemma 2.1. Under the flow (1.1),

(1) Orgij = —2F hij ;

(ii) (8; — LYF = F*h™h,uF ; and

(iti) Oy dp = —HF du,
where g;; denote the components of the induced metric, |1 denotes the induced measure, and L
denotes the (elliptic) operator F¥'NV;,V; (where V is the induced Levi-Civita connection).

Moreover, given any smooth, symmetric function g : I' — R, the corresponding curvature

function G := g(k) evolves according to

(i) (0 — L)G = (G'“FWS — Fklép%”) VihpgVihes + G R FFR ™ by

where dots indicate derivatives with respect to the components of the second fundamental form
(with respect to an orthonormal frame) as described above.

Consider the evolution equation for F' in statement (ii) of Lemma 2.1. The identity (2.2) implies
that, in an orthonormal frame of eigenvectors for W,

Fklhkmhml = flliz2 >0. (2.4)
Therefore, since F' > 0 on the initial hypersurface, the maximum principle implies that the mini-

mum of F' cannot decrease under the flow. In particular, since Euler’s Theorem for Homogeneous
Functions implies f(k1,k2) = flk1 + f2ko, we find that the largest principal curvature of the
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solution remains positive. In fact, a time dependent lower bound for the speed is also possible (see
Lemma 2.5).

Now consider a smooth, symmetric, degree zero homogeneous function g : I' — R. By Euler’s
Theorem, we have that the corresponding curvature function: G = g(k1, k2) evolves under (1.1)
according to

(0 — L)G = (GF EPers — FRGPaTs )7 b Vb, . (2.5)

The following lemma helps us to find preserved curvature cones. It is proved in [9, Proposition
2], but we give the argument here as the computations will be useful in what follows.

Lemma 2.2. Let g : I' — R be a smooth, symmetric, homogeneous degree zero function, and
denote by G = G(W) = g(k) the corresponding curvature function. Then, at any spatial stationary
point of G for which G is non-degenerate, it holds that

I

le}'ﬁpq,rs _ Fklépq,rs V.h hrs _
( )VikhpgVi ka(ka — K1

] [(Vﬂhz)z + (V2h12)2} -

Proof. We first show that k1 # 0 and ko # k1 wherever G is non-degenerate. We compute in an
orthonormal basis of eigenvectors of YW at any point where G is non-degenerate. Then, by (2.2),
Gkl = gF6¥L and it follows that g% # 0 for each k. Since g is homogeneous of degree zero, Euler’s
Theorem implies §'x1 + §%k2 = 0. First suppose that x1 = ks, then we must have §> = —g'. But
g is symmetric, which implies, ' = ¢? whenever ko = k1. It follows that G= 0, a contradiction.
Therefore ko # k1 wherever G is non-degenerate. Now suppose k1 = 0. Then, again from Euler’s
Theorem, §%ko = 0. But sy > 0, so that ¢ = 0, another contradiction. Hence x; # 0 wherever G
is non-degenerate.

Now, from (2.3), the non-zero components of F' (and similarly for G) are given by

FULL . plee o pennl 2,
f2 o f1 (2.6)

(22,22 _ f'22, 1212 _ fe12l
' R — K1

Therefore, defining Ry := Fklépwsvkhpqvlhm, we have
Ry = f1§"™ (Vihi)? + 2572 (Vihao)? + 1% (Vihao)? + f2"11(V2h11)2

+ 2152V 1 h11 Vihas + 22512V k1 Vahas + 21 g2 — (Vlh 2)? + 22 92 — (V2h12) .

This may be written in terms of V.G = quvkhpq = §'Vihi1 + ¢®Vihoo as follows:

Jél gll f'2 QZQ
Ry = T?(vl )%+ 9—29—2(%61)2
fl

9% .1 f? 12 9% o
TViG V1h22< - =70 ) +2°5 VoG Vahiy (g -39 )
g ) g
«2 22 o1 -1 -1 -2
‘19 g .. .. g .. 29 g .. . g ..
+ fla(vlhm)Q(Egu — 2512 4 .72922) n fz.*z(Vth)Q (?922 — 2512 4 EQH)

1oftd =9 7 (vlhu) + 2f29 (vghlg) .

Rg — Ko —
But note that, due to Euler s Theorem, any Smooth7 homogeneous degree v function k of two
variables, y1, yo, satisfies the following identities,

klys + ks = k;
By 4 kPys = (v — DEY
K2ys + k1 = (v — DR
and EY ()% + 262y y0 + k2 (y2)? = v(y — k.
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Since the first of these identities implies §?/¢' = —k1/k2, the following three imply

fl 2 522 f1 £2
R, = (V G) +;?(V2G) —2fV1GV1h22—2FVQGV2h11
1

+2f192_ L (Vih)? +2f292_ (Vo).
We can play a similar game with Ry := G FP4"5V h,,Vh,,. We find

11 22 _

Ry = f L (w160 + f w2 L a2t =L
Therefore,
B o fl . f f2 22

R = R Rl—(g,—l s )(vla) +(g ke )( 2G)? (2.8)

1 D) 2 1
+ 2f—V1G Vihoo + 2;’%%0 Vohin + S i [(Vihi2)? + (Vahi2)?] .

k2 — K1
The first four terms vanish at a spatial critical point of G and the coefficient of the final term is
291f2—92f1:291f2/42—£.]2/€2f1:2 glF
Ko — K1 Ko(ke — K1) Ko(ke — K1)

This completes the proof. O
Corollary 2.3. Define co := min;y 0} % Then H(xz,t) > co|h(z,t)| for all (z,t) € M x [0,T).

Proof. Define
g(k1, ko) == katkh _ H
Vii+ss o [h
Then, assuming ko > k1, we have,

1+r
V1tr?

K1

g(K1,k2) = ¢ <@) , where ¢(r) =

Therefore,
. K1 1 . K1 K1
gl(ﬁl7 K?) == ¢/ () i and 92(,‘{17 ,‘{,2) — —(b/ () — -
K2 /) k2 K2 ) K3
Now, ¢'(r) = (leﬁ, so G is degenerate only if either kK, = 0 or k1 = ko. Observe that

#(0) =1 < /2 = ¢(1) and ¢'(0) = 1 > 1. It follows that we cannot have x; = 0 or k1 = Ky at
a minimum point of g unless the surface is weakly convex. On the other hand, at a non-convex
point, we have Z—; < 0, so that §' < 0. In view of Lemma 2.2, the result now follows from the

maximum principle. O

Now define the cone Ty, := {z € R? : 21 + 25 > cm/xl + 23}, Then, by the definition of co,
we have T, \ {0} C T. Tt follows that the slices K¢ := T, N{z € R? : |z| = C > 0} are compact.
Since the speed (and hence also k2) remains positive under the flow, Corollary 2.3 implies that
the cone I, is preserved. This observation allows us to obtain useful estimates on homogeneous
quantities. For example, we find that the flow is uniformly parabolic:

Corollary 2.4. There is a constant ¢y > 0 for which
1 .
Z gl < FRL < ¢ gkl (2.9)
C1

along the flow, where g** are the components of the induced cometric.
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Proof. Since T, \ {0} C T is preserved by the flow (Corollary 2.3), it suffices to estimate F*' on
T, \ {0}. Since f? > 0 on T for each 4, we have positive lower bounds for each f? on the compact
set K:=T, N{zeT : |z| =1} Cc T. The degree zero homogeneity of f* in & implies that these
bounds extend to the entire cone T, \ {0}. The claim now follows, since, by (2.2), FJ = fi§% in
an orthonormal frame of eigenvectors of the Weingarten map. O

As promised, this leads to a time dependent lower bound for the speed:

Lemma 2.5. There is a constant ¢ > 0 such that
> Fmin (0)

B Vl_QQFr%lin(O)t’

where Fiin (0) = minyy . qoy F' > 0.

Proof. Applying the maximum principle to the evolution equation for F', we have that

d ) .
%Fmin (t) Z Fklhkm mlFmin (t) = fZKiFmin(t)

at almost every ¢ in the interval of existence of the solution. In order to get the time dependent
lower bound, we need to establish an estimate of the form

0o I
=
The result then follows from Hamilton’s maximum principle [23] by comparing Fi,;, with the
solution of the ordinary differential equation

>¢e>0. (2.10)

du 3

il
Since T, \ {0} C T is preserved by the flow (Corollary 2.3), it suffices to estimate Q on T, \ {0}.
Now, for each i, fl > 0 on I', so we have a positive lower bound for f_zf%f on the compact slice
K :=T. N{z el : |z =1}. But this bound extends to the whole cone ', \ {0} since f~2fix?

is homogeneous of degree zero in the principal curvatures. O

Remark. Lemma 2.5 motivates the distinction between type-I (or slow) and type-II (or fast)
singularities, just as for the mean curvature flow. That is, those for which the curvature satisfies

c
max || < ————
Mx {1} 2T — 1)

for some C > 0, and those for which it does not, respectively.

It follows from the preceding lemma that smooth solutions of the flow can only exist for a finite
time. We now show that a singularity cannot occur whilst the curvature is bounded.

Proposition 2.6. If f satisfies Conditions 1.1 and the principal curvatures of Xo : M — R*H!
lie in T, then the solution of equation (1.1) exists on a mazimal time interval [0, T), with T < oo,
and maxpsy 4y |h| — 00 ast — T.

Proof. The proof is similar to that of the mean curvature flow [25]. We have already mentioned
that 7" < oo. Contrary to the statement of the Proposition, suppose that maxysy (s |h\2 <C
for t — T. We will show that this implies that X (-,¢) approaches a smooth limit immersion,
X7 whose principal curvatures, by Corollary 2.3 and Lemma 2.5, must lie everywhere in I". This
immersion could then be used as initial data in the short time existence result, extending the
solution smoothly, contradicting the maximality of T

From the evolution equation (1.1), we have for any x € M,

| X (z,t2) — X (z,61)] < /l2 F (z,7)dr,

t1
where 0 < t; <ty <T. Applying Conditions 1.1, we have

f (’117"32) < f(’{maxa K/max) = Kmax < |h| < \/57
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so X (-, t) tends to a unique, continuous limit X (-,T) as t — T
We now show that the limit is an immersion. We recall the following theorem:

Theorem 2.7 (Hamilton [22]). Let g;; be a time dependent metric on a compact manifold M for
0<t<T< 0. Suppose
T
/ max
0 M

Then the metrics g;; (t) for all different times are equivalent and they converge ast — T uniformly
to a positive definite metric tensor g;; (T') which is continuous and also equivalent.

dt < C < . (2.11)

a9
a9

To apply Theorem 2.7, we use the evolution equation for the metric, Lemma 2.1 (i). Since |h/|
is bounded and T' < oo, (2.11) is satisfied.

It remains to show that the resulting hypersurface My is smooth. To do this we can use a
simplification of the argument for long time regularity in [31]. Writing our evolving surface locally
as a graph ¢ : U C R? x [0,T) — R? given by

p(2,t) = (2,2 (2,1))
and incorporating a tangential diffeomorphism into the flow (1.1) such that this parametrisation
is preserved, the graph height evolves according to

% = —\/1+|Dz|’F = Fig,' D;.D;z, (2.12)

where D is the ordinary derivative on R?.
The matrix product g’lF can be rewritten as §F§ for the symmetric square root of the matrix
of the inverse metric g, as in [37]. So, in view of (2.9), the equation (2.12) is uniformly parabolic.
The evolution equation for F' in the local graph setting follows from Lemma 2.1, (ii):

aa—t = Fg,' Dy D;F — g3 ' FT ;' DiF + FM by by F

and is likewise uniformly parabolic. Here I‘ijk , the connection coefficients of the evolving met-

ric, do not depend on second derivatives of F. Moreover, the assumed curvature bound implies

that the first derivatives of z are bounded locally. Indeed, writing z; = 8‘%, in the local graph

parametrisation, the spatial derivatives of z and the Weingarten map are related by

0 24 1 ZiZk ) ;
o0 \\ /i1 |psp) — VIFIDA < 1+ Daf” J

Now |h|2 < C implies that we have bounds for each trace element of the Weingarten map
VO <hi, <VC.
Integrating (2.13) with respect to z; from the origin of the local parametrisation then yields

—\/5{1},‘ S # S \FC’azi.

1+ |Dz|?
Squaring, and summing over i, it follows that
D22
‘7242 <C ‘$|2 ,
1+ |Dz|

so |Dz| is locally bounded (by 1, for example, on {|x| < %})

A well-known result of Krylov-Safonov [29] now implies that z and F are C%? in spacetime.
Now C?# regularity in spacetime follows using results from [14] and [7], as in [31]. We note that
the estimates of [7] do not require any concavity condition on F. Higher regularity follows by
parabolic Schauder estimates (see, eg [30]), giving bounds in C*” for all £. These local estimates
depend only on the curvature bound, and are easily extended to the whole of My := X(M,T).
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This implies Mr is smooth, allowing us to apply the short-term existence theorem, contradicting
the maximality of T O

3. THE PINCHING FUNCTION.

Now consider the symmetric, homogeneous degree zero function

g(x1,22) = ¢ (xmm) ,

xmax
where Zmay := max{z1, T2}, Tmin := min{z1, 22}, and ¢ : [—a,00) — R is defined by
-r 1—co
r)i= , a> .
or) =7 T e

Then g is smooth on T, \ {x € R? : 71 = x5}, with (assuming x5 > 1)

(" (@1, 22), §°(21,22)) = i(ﬁ' (x1> (1, —ml) .

T2 x2 )

Since ¢'(r) = atrz> we have g" < 0on T, \ T, for each i. Moreover, g is positive on T, \

[';, vanishes on dI'y and is negative on I';. Now define G(z,t) := g(k1(z,t), k2(x,t)). Then,
proceeding as in Corollary 2.3, we see that initial upper bounds on G are preserved:

Lemma 3.1. The mazimum of G is non-increasing under the flow:

G < ¢y := max G. (3.1)
Mx{0}
Proof. The proof is similar to that of Corollary 2.3. O

Now observe that, wherever x5 > x1,

Gt (w1, m2) = ¢” (3:1) 1

To xZ9 '
Since ¢ (r) = (afri"r)s_,'we see that g'! is positive on T \ ;. It follows from the homogeneity
identities (2.7) that §* is positive on I"\ T'y for each i,j =1, 2.
Following [25, 27] we consider, for some small positive constants ¢ and o,
Geo = (G—¢e)F°.

Observe that the upper bound on G implies

Gs,a S CZFU . (32)
Our goal is to show that for every € > 0, there is some ¢ > 0 and some constant K > 0 for which
Geo < K.

Lemma 3.2. Wherever k1 # ko, we have
L i 2
(0 — L£)Gey = — FO(FMGPaTs — GREPLIS)Y, B B,y — FJWGW, VE)p

o(lc+1)
2
where we have defined (u,v)p = Fuu;, [ulp = /(u,u)r and |h|% == FFh™ by

+ IVF[% + 0Ge |l (3-3)

Proof. We first compute

8,Gep = F70,G + %Gw@tF
and

VGep = FIVG + LGy VE.
It follows that

olo+1)

o g 7 —
LGy = FTLG+ 2 GegLF + 27 (VGeg VE) = =

Geo|VF|3. (3.4)
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Combining the first and third of these and applying the evolution equations (ii) and (iv) of Lemma
2.1 yields the result. O

Unfortunately, the final two terms of the evolution equation (3.3) can be positive, and we
cannot obtain the required estimate directly from the maximum principle, as in [1, 35]. However,
the Stampacchia iteration method of [25, 27] is still available to us. The first step is to show that
the spatial LP norms of the positive part, (G¢ )+ := max{G. ,,0}, of G, , are non-increasing in
t for large p, so long as o is sufficiently small.

4. THE LP ESTIMATES.
The goal of this section is to prove the following proposition.

Proposition 4.1. For all € > 0 there exist constants £ € (0,1) and L > 1, independent of o and
p, such that for all p > L the LP (M, ,u(t)) norm of (Ge,»(+,t))_ is non-increasing in t, so long as

a<€p_%.

+

To compactify notation somewhat, we denote E := (G: )+ := max{Ge ,0}. Then E? is C!
in the t variable for p > 1, with §, EP = pEP~10,G. ,. Recall that u(t) denotes the Riemannian
measure induced on M by the immersion X (-,¢). Since y is smooth in ¢, the integral [ E? dy is
in C1(0,T). We will show that

d
— [ EPdu<0.
G [ Erans

for large p and small o (as in the statement of Proposition 4.1).
The evolution equation (3.3) for G. , implies [ E? dy evolves under the flow according to

d VG, ,,VF
T EP du :p/E’VlEGEJ dp +p/Ep1F”Rdu20p/Epl< = ' du
1 Ep| |%d + EP|h|% d EPHF d 4.1
+po(o+1) 5 dp+op |h|% dp — w, (4.1)

where R := (GMEPers — RGPSV, by, Vih,s, and the final term comes from the evolution of
dp under the flow (Lemma 2.1, part (iii)). We integrate the first term by parts:

/EP*%GW du= —(p— 1)/Ep*2|VGW|% dp — /Ep’lﬁkl”vkhmVle,g dp.
Using the expression for the gradient, VGe , = FOVG + G o VF, we find

/ EP7'ULG. ydp= — (p—1) / EPAVG, o|% dp — / EP-YROGPUERTS by NV hy, dp

-0 / EPF FPUERLTST by Ny dpt
Therefore,

& [Eran=—po-v) [ E2Gdu—p [ B Q.

o, VF)

_ Up/EprlFPQFkl,’r‘Svkhrsv[h]pq d’u — 20’p/Ep1<E’F‘F d‘u

F2
+ po(o + 1)/EP|VF2|F du+ap/E”|h|%du—/EpHqu, (4.2)

where we have defined Q := (GPIFF-s 4 FRGrars — GRLEPGTS) by, Vihy.
It will be useful to compare VF with Vi as follows:
Lemma 4.2. There is a constant c3 > 0 for which
IVF|% < c3|Vh|?
along the flow.
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Proof. This is a simple application of Corollary 2.4. O

The first term of (4.2) is manifestly non-positive, vanishing only if G., is non-positive or
spatially constant. We can squeeze another good term out of @) as follows:

Lemma 4.3. We have the following decomposition:
Q=Q1+Q2,
where
a1 (VIG\? | ig.on [ VaG
Q1 = frg" (;1> + f2§% (;) +2f§3 [(Vih12)? + (Vahi2)?] |
and

2 1 (1 2 1 2
Q-2 = (f f 2f> V1G Vihos + (f f f ) VoG Vohiy,

Ko — K1 Ko Ko — 1431 ffl

from which we deduce that
PV o VGl
F? E
wherever G » > 0, where Cy, Ca, Cs, and C4 are positive constants that depend possibly on €, but
not on o or p.

—F°Q< — (O — Cop™% — C30)E

Proof. Recall that
Q= (GPaktrs 1 FHGPITS — GH P Vg i
We expand in an orthonormal frame of eigenvectors of W. Using (2.6), we have
GPUERLTST ) by Vi = FFYTSY LGV By
= fUV1hViG + f2V2hoa VoG + f12Vahy VoG
fl fl

+ fl V1h2oV1G + f le Vahia —|— f VQG Vihot .

Ko —

Using VG = ¢'Vihi1 + ¢V hoo, and the homogeneity identities (2.7), this becomes

) 11 22 2 _ 1 1
G By Vi = T (V,G)2 + f—(ng) PG G +d f —/
g R2 — R1 — K1

VoG Viho .

The decomposition @ = Q1 + Q2 now follows from the definition of G and equation (2.8) from the
proof of Lemma 2.2.
We will now show that there are positive constants, Cy, Csy, C3, Cy4, for which

- Vh
Q< - o EAE (43)
£,0 1 h 2
and  — F7Qy < Cyp? ——=2IF ‘VG |F + (Cop™2 + 030)E|v [ . (4.4)

2
Consider first (4.3). Since E = (G, )+ vanishes unless G > ¢, we need only consider the points
with k € T. :={x € T': ¢ < g(x) < c2}. Using the estimate E < ¢ F, it suffices to show that
@1 := |Vh|71F2Q, has a positive lower bound when Vh # 0. The quantity @1 is homogeneous of
degree zero in the principal curvatures, so we only need to obtain a lower bound on the compact
slice K := {x € T. : |z| = 1}. Now, since K is a compact subset of I', we have positive lower
bounds for f, f© and §* for each 4,5 = 1,2. Therefore, by the definition of Q1, @1 vanishes
on K only if VG = Vihis = Vahis = 0. Since ViG = §'Vihi1 + §°Vihae, this implies
Vlhn = Kl/ﬁgvlhzg = KZ1//€2V2h12 = 0, and similarly Vghgg = 0. Therefore we must in fact
have Vh = 0. The claim follows since | - |r is equivalent to the usual norm.
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We now show that (4.4) holds. Define

(2 1 1 (2 1 D)
Q= f ! 72f— and ¢ = =7 72f—.
Ko — K1 K9 K2 — K1 K1

Recalling that V;.Ge » = FOViG + FGe Vi F, we have

o o
FoQ2 = q1V1Ge s Vihoo + ¢2V2Ge o Vohii — 1 FEvvalhm - Q2FEV2FV2h11 . (4.5)

Since the derivatives f i are bounded above for k € K, and the denominators in the expressions
for ¢; and g» are bounded away from zero for Kk € K, we have Fg; < C on K for each i = 1,2,
where C' := max{q; : k € K,i = 1,2}. Since Fgq; is homogeneous of degree zero in the principal
curvatures, these bounds extend to I'..

We now apply the Peter-Paul inequality, |ab| < 3(ra? + b?/r), twice to equation (4.5) (with

=p25 2 £ for the first pair of terms, and r = 1 for the second pair). We find

EF 602 E 2 F2 2
prg, < C [PAFIVGeol”  p 2B VAP E(w VA )]

F| E 2 F 2 2 2

aC ;‘VG&A% Cer _1 oc,C ‘Vh‘%
SszTJr 7]? 2 + 5 (CngJrl) E 2

This completes the proof. O

Corollary 4.4. There are constants Dy, Do, D3, Dy, D5, Dg > 0, that are independent of o € (0,1)
and p > 1, for which the following estimate holds

d : _
a/EPdu < - (p2 — Dip? —sz) /E” *|IVGe o7 du

p | VhIE
2

— (Dgp — D4p% — D5O'p> / du+ Dg(op+ 1) / Eﬂhﬁ; du . (4.6)

Proof. Recall equation (4.2). Apply Lemma 4.3 to the second term. The third term is estimated
by noting that FEPIEF¥*rs is homogeneous of degree zero in the principal curvatures, so that,
estimating each of these terms above by some constant, we obtain

—ap/EpF VEPa RSy By Vihyg dp < co—p/EpWh'F du

for some C' > 0. The next term is estimated as follows

Er-1 |VF|2 VG, , |2 |Vh|2 VG
—2po 7 (VG.o,VF) <poEP ( 2 E 4 EZU E) < poEP | ¢res F2F + E2 )
Finally, since — \IZP is homogeneous of degree zero with respect to the principal curvatures, it may
be estimated above by some constant Dg, which is sufficient to estimate the final term. O

Notice that there are constants, ¢ and C say, for which the first two terms of (4.6) become
negative for p and C satisfying p > C and ¢ < cp~2. We now show that it is possible to estimate
the final term of (4.6) in a similar manner. To achieve this, we integrate LG, , in conjunction
with a Simons-type identity, inspired by the procedures carried out in [25, Lemma 5.4] and [27,
Lemma 3.5]. In what follows, o will always be restricted to the interval (0,1).

Lemma 4.5 (Poincaré-type inequality). There exist constants A;, B; > 0, independent of p > 1
and o € (0,1), such that

/ EY[hfE < (Awp? + Aop + Asph + A4) / EP 2|V Ge o[ dp

Vh|?
+ (B1p% + By + B3p_%> /EP|F72|F dp. (4.7)
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Recall the commutation formula (see, for example, [2, Proposition 5])

ViVihpg = VVahi + hiagh®pq — hpgh? i + high?pr — hpih®iq
where we have denoted h%,, = h,"h;,. Upon contracting with F', this yields the following Simons-
type identity

Lhpy = FFN,V hig + Fh2 g — FF by b 4+ F*hyh? 0 — FFhyh?, .
Contracting this with G yields
GP1Lhy, = GPUEFIN Y hiy + FGPIR2,, .
On the other hand, we have that
FRMN N hiy = VY F — F¥YN 0, Vg hi
so that
GPILh,, = GPIV,V ,F — GPUERTSY b, Vb + FGH R, .
We now recall (3.4):

o(oc+1)
F2
= FO(EFGPIV Y by + FHGPITY by Vihes) + %GMEF

LG.,=F LG+ %GwcF + 2% (VGe g, VF), — G.o|VF[%

o(lc+1)
2
Putting this together, we obtain the following expression for LG. ,:
LG. , = F°(FFGrers — GREPL™\Y b, Vih,s + F7GHV WV F
20 o(l+o0)
F F?
Note the appearance of G*h2,,. Since FG is homogeneous of degree zero in the principal curva-
tures, and strictly negative definite wherever G. , > 0, we may estimate FG* < —yFk_ for some
v >0, whenever k € T := {zx €T : € < g(x) < co}. In particular, FG*h?; < —v|h|2.
Return now to equation (4.8). Applying Young’s inequality, we obtain, wherever G¢ , > 0,
2 VFR VG2
F F? E? '
Note that the terms F2 (Fklépq’” — G’klﬁ‘pq’rs) are homogeneous of degree zero. Then we may

estimate each of them above by some constant, C'/100. Discarding the final term, recalling the
estimates (2.9), (3.1), and Lemma 4.2, and using o < 1, we arrive at

|Vh|2 s o
F2F + FOGMY L.V F — yF7|h|%
VGeol
E? '
Now put the yF?|h|% term on the left, multiply the inequality by EPF~7, and integrate over M
to obtain

+22 (VGe g, VF)  — Geo|VF[2.

L FORGM R, + %GE,ULF + 22 (VF, VGey)p — GeolVF2.  (48)

(VE,VG. s)r <oFE (

EGE’U < (C + 2c3 + UCSCQ)FU

+ %GMEF R

_ Vh|?
W/Ep|h|2p dp < —/EPF LG, dp+ (O+203+00302)/EP|FT|F dp

+ /EkaleVlF dp + a/Ep“F—l—“cF du + cza/Ep—ZWGM@ du .
We estimate the first term as follows:

Lemma 4.6. There are constants ay,as,by > 0, independent of p > 1 and o € (0, 1), for which

2
— [ B LGt < (p+ ) [ B NGt b [ PR
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Proof. Integrating by parts, we find
- / EPF™ LG, »dp = p/Ep71F7”|VG570|% du—o / EPF~""YVG. ,,VF)rdu
+ / EPE=F*rs,0 0, ViG. o dp.

Since the terms FFF-™s are homogeneous of degree zero in the principal curvatures, they each
have uniform upper bounds, so that

—/EPF—ULGE,U du < czp/Ep_2|VG57g|% dy + ”;/EP(

2 2

VG, |2 VF|?

F? E?
for some C > 0. Therefore,

C
—/E”F“’EGE,U dp < (62p+ % + 02261) /E"_QIVG’E,Ul% dp

cacso  Ccy |Vh|2%
EP .
+ (25250 [t

In a similar manner, we deduce the following:

Lemma 4.7. There are constants az,bs, bz > 0, independent of p > 1 and o € (0, 1), for which
. 3 _ 1 Vh|?
/EPG“vkvleu < azp? /EP 2|V Ge o} dpu + (b2p? + bs) /E”|F72|F dp.
Proof. Integrating by parts, we find
/ EPGHIN .V Fdu= —p / EPIGMY LG oV F dp — / EPEPIGRTS ) by Vg dp.

Again, each F2EFPIGHLTs is homogeneous of degree zero in the principal curvatures, and, hence,
uniformly bounded above. Thus

.o Vh|?
,/Eprqul,rsvkhrsvlhpq du < C/EP|F72|F du
for some C > 0. ) _
We estimate the remaining term using —FG% < yF% and the Peter-Paul inequality. We find

: VG, o7 VF|?
—p/EpfleleGE,UVle,u < 'yp/EP <| solF il |F> dy

rE? F?
for any r > 0. Choosing r = p~'/2 and estimating |VF|% < c3|Vh|% implies the claim. O
The final term to estimate is [ EPT'F~1=7LF dp.

Lemma 4.8. There are constants a4, as, by, bs, bg, independent of p > 1 and o € (0, 1), for which

/EP“F**”LF du < <a4p% +a5p%) /EP’ZIVGE,UI% dp

1 1 Vh|?
+(b4p2+b5p 2 +b6)/Ep|F72|qu.

Proof. We again integrate by parts. We find
IVE[%

JE LR du= - (p4 1) [ BPP VG VE)rdut (14 o) [ BTN

_ /EP+1F—l—UFPqF“’”thrsVlhpq dys.
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The first term is estimated using the Peter-Paul inequality and the second by Lemma 4.2. The
third may be estimated by bounding the coefficients FP?F*.s above by Const./F when G , > 0
and applying (3.2). We get, for some C' > 0,

i VGeol | TIVFIZ
EP+1F 1-0o F < Cj 1 /Ep | E,01F F
/ LEdp < —(p+1) g2t )

Vh|? Vh|?
+20263/Ep| F2|qu+C/E”| F2|Fd/1,

1/2

Choosing r = p~/#, we arrive at

/E’H'IF_l_aﬁFdM < %(p-l— 1)2’% /Ep_2|VG5’J|§7 du

VA
F2

as required. O

+ (0263(29 +1)p7% + 2ca03 + C) /Ep dp
This completes the proof of Lemma 4.5. We now complete the proof of Proposition 4.1.

Proof of Proposition 4.1. Recall equation (4.6) of Corollary 4.4. Combining this with Lemma 4.5
we find

d . ‘
o /EP du < oy (p2 — 1op? — agop® — agp? — aup — asp? — ae) /Ep—2\Gs,g\2 du

3 1 1 Vh2
+ Bs (pfﬂltf 2 — foop — Bsp2 *54*551375)/]91)' F2|

for some constants «;, 5; > 0 that are independent of ¢ and p. The claim now follows easily. [

dp

5. PROOF OF THEOREM 1.2

We are now able to proceed similarly as in [25, Section 5] and [27, Section 3], using Proposition
4.1 and the following lemma to derive the desired bound on G¢ ;.

Lemma 5.1 (Stampacchia [36]). Let ¢ : [k, 00) — R be a non-negative, non-increasing function
satisfying

¢(h) < m@(k)ﬂ7 h>k> ko, (5.1)
for some constants C' >0, a > 0 and 3 > 1. Then
@(ko + d) =0 ’

where d* = C’cp(ko)ﬁ’12%.
Given any k > ko, where ko := sup,¢ (g 1) Supas Ge,o (-, 0), set
Vg 1= (GEJ - k)?_ and A :={x € M :vi(z,t) > 0}.

We will show that |Ay | := fOT fAk , du(t) dt satisfies the conditions of Stampacchia’s Lemma for

some ki > ko. This provides us with a constant d for which the space-time measure |Ag, 44|

vanishes. Theorem 1.2 then follows straightforwardly. Observe that |Ax:| is non-negative and

non-increasing. Then we only need to demonstrate that an inequality of the form (5.1) holds.
We begin by noting that

Lemma 5.2. There is a constant L1 > L such that, for all p > L, we have

d
7 Uﬁdu+/|V1}k\2du§04(ap—|—1) . FQGE‘;Ud,u. (5.2)
k,t

for some ¢4 > 0.
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Proof. We have

4 vidp < /8tv,3 du = / p(Geo — k)ﬁ_lﬁtGg o du.
dt Aws ’ ’

Proceeding as in Corollary (4.4), we obtain

d o, - N
G [t = =Dt = Bup) [ (GGl du+ Dolop+1) [ (Gl
k.t k,t

< —4e(1 - l~)1p’% — l~)2p*1) / |Vor|% dp + ca(op + 1)/ (6387(,)1_7|r172 dp
Akt

for some constants Dy, Ds, ¢4, where we used

2
V|2 = %(Gm — kP TAVG .2,

and estimated the homogeneous degree zero quantity |h|%/F? above by c4 /Dg. The claim now
follows. g

Now set 0/ = o + %. Then

so that

G.,)P
| Faus | Ok gy g [ Ceatidn <k [ Goaidn.  53)
At Apt At

If we ensure

Nl

> max< L E cr<£’
b= 1762 ) _2p )

we have p > L1 and ¢/ < fp_%, so that, by Proposition 4.1,

/A f?du <kP / (Geo ) du < k7P / (Geor (- 0))% dpo < po(M) (’f)p (5.4)

For large enough k, we can make the right hand side of this inequality arbitrarily small. We will
use this fact in conjunction with the following Sobolev inequality (see [25]) to exploit the good
gradient term in (5.2).

Lemma 5.3.

1 1
2q ? 2 2 2q !
(/vk d,u) §c5/\Vvk| du+c6/F du (/vk du) , (5.5)

where ¢ > 0 and c5,cg are positive absolute constants.

Proof. Since we have the estimate H? < CF?, this follows from the Michael-Simon Sobolev
inequality [33] just as in [25]. O

It follows from (5.5) and (5.4) that there is some k1 > ko such that for all & > k; we have

2q q 2
(/vk du) < 205/|Vvk| dp.

Therefore, from (5.2), we have for all k > k;

1
d 1 a
7 /v,%dﬂ—l— I (/U2qdﬂ> < cy(op + 1)/ F*G? du.
5 Akt
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Integrating this over time, and noting that Ay ¢ = 0, we find

1
1 T i T
sup / vidu + % s (/ v2qdu) dt < cq(op+ 1)/ / F2G§7odu dt. (5.6)
t€(0,7]J Ay, Cs o Jag,

We now exploit the interpolation inequality for LP spaces:
1-6| 716
‘f|q0 S |f‘r |f|q7
;9. Setting r =1 and 0 = q%) with 1 < go < ¢ we get

qo—1 %
/ Uzqodu < (/ v,%du) (/ qudu> .
Ag,t Ag e At

Therefore, applying the Holder inequality to the time integral, we find

where 6 € (0,1) andq%:ngl

1 a=1 =
2 0

T 0 a0 T %
/ / 029 dy dt < | sup / vidp / / v dp | dt
0 Akt te[0,T] J Ay + 0 Ag e

We now use Young’s inequality: ab < (1 — q%) Q7T + qiobq0 on the right hand side to obtain
1 1
q

T 0 1 1 T q
/ / 0% dy dt < <1 - > sup / vidu + —/ / vy | dt
0 JA, q0 / te€f0,1]J Ay, do Jo At

Choosing 1 < ¢qp < max{ o, q} and recalling (5.6), we arrive at

1
T a0 T
(/ / 02 dy dt) <e4lop+1) / / F2G? dpdt . (5.7)
0 Ak,t 0 Ak,t

Now, using the Holder inequality, we have

T

T T
// F2GP dpdt < |Ap|' =7 // F¥GP dpdt | < cr|Apy|' ™7 (5.8)
0 JAn. ’ 0 JAn. ’
.
amt//‘%wﬁﬂhﬂ / / vilodpdt | (5.9)
Akt Akf

where ¢y := po(M) (2—‘1’) and r is to be chosen. Finally, for h > k > k; we may estimate

T _ _
[Ap ] ::/ dpdt = / / i +dudt < / / il +d,udt
0 Ant Apt 5 o Ant -

so that, since Ay C A, and vk = (Ge,o — k)E, we get

T
(h—k)P|A,,,t|g/0 /A 2dpdt. (5.10)
k,t

Putting together estimates (5.7), (5.8), (5.9) and (5.10), we obtain

cacr(op+ 1)

<
Anel < =5 0

|[Ag.e|”

for all h > k > ky, where v :=2 — r;To — =. Now ﬁx p > max{Ll, 52} and choose o < p~ 3 suﬂi—

Lemma. We conclude

|Ak,t|:0 Vk>k1+d,
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where dP = 04072%+1|Ak1,t|7*1. Since the volume of M is decreasing under the flow (by part
(iii) of Lemma 2.1) and T' < oo, we have k1 + d < co. Therefore, from the definition of Ay ., we
obtain G, , < k1 +d < 0o. Therefore,

— M e (b d)F
aky + K1

Since the homogeneous degree zero quantity % is bounded above on the compact slice K :=

Loy N{N € R : A\ + A2 = 1}, we get bounds on the whole cone, and hence we can estimate
aky + ko < cgF for some constant cg > 0 (which is independent of ¢). It follows that

—k1 <eCF + Cs(k‘l + d)FliU ,
from which we easily obtain
—k1 < 2cgeF + C.

for some constant Cc > 0. This completes the proof of Theorem 1.2.
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