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For in the very torrent, tempest, and as I may say, whirlwind of your passion, you must acquire and beget a temperance that may give it smoothness.

— Shakespeare, Hamlet.
There is a famous theorem by Rauch, Klingenberg and Berger which states that a complete simply connected $n$-dimensional Riemannian manifold, for which the sectional curvatures are strictly between 1 and 4, is homeomorphic to a $n$-sphere. It has been a longstanding open conjecture as to whether or not the ‘homeomorphism’ conclusion could be strengthened to a ‘diffeomorphism’.

Since the introduction of the Ricci flow by Hamilton [Ham82b] some two decades ago, there have been several inroads into this problem — particularly in dimensions three and four — which have thrown light upon a possible proof of this result. Only recently has this conjecture (and a considerably stronger generalisation) been proved by Simon Brendle and Richard Schoen. The aim of the present book is to provide a unified expository account of the differentiable 1/4-pinching sphere theorem together with the necessary background material and recent convergence theory for the Ricci flow in $n$-dimensions. This account should be accessible to anyone familiar with enough differential geometry to feel comfortable with tensors, covariant derivatives, and normal coordinates; and enough analysis to follow standard PDE arguments. The proof we present is self-contained (except for the quoted Cheeger-Gromov compactness theorem for Riemannian metrics), and incorporates several improvements on what is currently available in the literature.

Broadly speaking, the structure of this book falls into three main topics. The first centres around the introduction and analysis the Ricci flow as a geometric heat-type partial differential equation. The second concerns Perel’man’s monotonicity formulae and the ‘blow up’ analysis of singularities associated with the Ricci flow. The final topic focuses on the recent contributions made — particularly by Böhm and Wilking [BW08], and by Brendle and Schoen [BS09a] — in developing the necessary convergence theory for the Ricci flow in $n$-dimensions. These topics are developed over several chapters, the final of which aims to prove the differentiable version of the sphere theorem.
The book begins with an introduction chapter which motivates the pinching problem. A survey of the sphere theorem’s long historical development is discussed as well as possible future applications of the Ricci flow.

As with any discussion in differential geometry, there is always a labyrinth of machinery needed before any non-trivial analysis can take place. We present some of the standard and non-standard aspects of this in Chapter 1. The chapter’s focus is to set the notational conventions used throughout, as well as provide supplementary material needed for future computations — particular for those in Chapters 2 and 3. Careful attention is paid to the construction of the connection and curvature on various bundles together with some nonstandard aspects of the pullback bundle structure. We refer the reader to Lee02, Lee97, Pet06, dC92, Jos08 as additional references with respect to this background material.

In Chapter 2 we look at some classical results related to Harmonic map heat-flow between Riemannian manifolds. The inclusion of this chapter serves as a gently introduction to the techniques of geometric analysis as well as provides good motivation for the Ricci flow. Within, we present the convergence result of Eells and Sampson ES64 with improvements made by Hartman Har67.

After establishing this, Chapter 3 introduces the Ricci flow as a geometric parabolic equation. Some basic properties of the flow are discussed followed by a detailed derivation of the associated evolution equations for the curvature tensor and its various traces. Thereafter we give a brief survey of the sphere theorem of Huisken Hui85, Nishikawa Nis86 and Margerin Mar86 together with the algebraic decomposition of the curvature tensor.

Short-time existence for the Ricci flow is discussed in Chapter 4. We follow the approach first outlined by DeTurck DeT83 which relates Ricci flow to Ricci-DeTurck flow via a Lie derivative. A discussion on the ellipticity failure of the Ricci tensor due to the diffeomorphism invariance of the curvature is also included.

Chapter 5 discusses the so-called Uhlenbeck trick, which simplifies the evolution equation of the curvature so that it can be written as a reaction-diffusion type equation. This will motivate the development of the vector bundle maximum principle of the next chapter. We present the original method first discussed in Ham86, and improved in Ham93, which uses an abstract bundle and constructs an identification with the tangent bundle at each time. Thereafter we introduce a new method that looks to place a natural connection on a ‘spatial’ vector bundle over the space-time manifold $M \times \mathbb{R}$. We will build upon this space-time construction in subsequent chapters.

In Chapter 6 we discuss the maximum principle for parabolic PDE as a very powerful tool central to our understanding of the Ricci flow. A new general vector bundle version, for heat-type PDE of section $u \in \Gamma(E \to M \times \mathbb{R})$ over the space-time manifold, is discussed here. The stated vector bundle maximum principle, Theorem 6.15 and the related Corollary 6.16 will provide the main tools for the convergence theory of the Ricci flow discussed in later
chapters. Emphasis is placed on the ‘vector field points into the set’ condition as it correctly generalises the null-eigenvector condition of Hamilton [Ham82b]. The related convex analysis necessary for the vector bundle maximum principle is discussed in Appendix B — where we use the same conventions as that of the classic text [Roc70]. The maximum principle for symmetric 2-tensors is also discussed as well as applications of the Ricci flow for 3-manifolds.

The parabolic nature of the Ricci flow is further developed in Chapter 7 where regularity and long-time existence is discussed. We see that the Ricci flow enjoys excellent regularity properties by deriving global Shi estimates [Shi89]. They are used to prove long-time existence soon thereafter.

Chapter 8 look at a compactness theorem for sequences of solutions to the Ricci flow. The result originates in the convergence theory developed by Cheeger and Gromov. We use the regularity of previous chapter to give a proof of the compactness theorem for the Ricci flow, given the compactness theorem for metrics; however, we will not give a proof of the general Cheeger-Gromov compactness result. It has natural applications in the analysis of singularities of the Ricci flow by ‘blow-up’ — which we will employ in the proof of the differentiable sphere theorem.

Chapters 9 and 10 aim to establish Perel’man’s local noncollapsing result for the Ricci flow [Per02]. This will provide a positive lower bound on the injectivity radius for the Ricci flow under blow-up analysis. We also discuss the gradient flow formalism of the Ricci flow and Perel’man’s motivation from physics [OSW06,Car10].

The work of Böhm and Wilking [BW08], in which whole families of preserved convex sets for the Ricci flow are derived from an initial one, is presented in Chapters 11 and 12. Using this we will be able to argue, in conjunction with the vector bundle maximum principle, that solutions of the Ricci flow which have their curvature in a given initial cone will evolve to have constant curvature as they approach their limiting time. Chapter 11 focuses on the algebraic decomposition of the curvature and the required family of scaled transforms. In particular we use the inherent Lie algebra structure (discussed in Appendix C) related to the curvature to elucidate the nature of the reaction term in the evolution equation for the curvature. The key result (Theorem 11.32) is that these transforms induce a change in the reaction terms which does not depend on the Weyl curvature, and so can be computed entirely from the Ricci tensor and expressed in terms of its eigenvalues. Chapter 12 uses these explicit eigenvalues to generate a one-parameter family of preserved convex cones that are parameterised piecewise into two parts: one to accommodate the initial behaviour of the cone, the other to accommodate the required limiting behaviour. Thereafter we discuss the formulation of generalised pinching sets. The main result of this section, Theorem 12.7, provides the existence of a pinching set simply from the existence of a suitable family of cones.
In Chapter 13 we discuss the positive curvature condition on totally isotropic 2-planes, first introduced by Micallef and Moore [MM88], as a possible initial convex cone. We show, using ideas from [BS09a, Ngu08, Ngu10, AN07], that the positive isotropic curvature (PIC) condition is preserved by the Ricci flow; as is the positive complex sectional curvature (PCSC) condition. We also give a simplified proof that PIC is preserved by the Ricci flow by working directly with the complexification of the tangent bundle. In order to relate the PIC condition to the $1/4$-pinching sphere theorem, we present the argument of Brendle and Schoen [BS09a] that relates the $1/4$-pinching condition with the PIC condition on $M \times \mathbb{R}^2$. The result, i.e. Corollary 13.13, shows that $M$ is a compact manifold with pointwise $1/4$-pinched sectional curvature, then $M \times \mathbb{R}^2$ has positive isotropic curvature.

Chapter 14 brings the discussion to a climax. Here we finally give a proof of the differentiable $1/4$-pinching sphere theorem from the material presented in earlier chapters. In the final section we outline a general convergence result due to Brendle [Bre08] which looks at the weaker condition of PIC on $M \times \mathbb{R}$.

A synopsis of the chapter progressions and inter-relationships is summarised by the following diagram:

```
4 -------> 7
    ↑           ↑
    9 -------> 10 -------> 8
                      ↑
                      3 -------> 5 -------> 6 -------> 11 -------> 12 -------> 13 -------> 14
                      ↓
                      B           C
```

Here the main argument is represented along the horizontal together with the supplementary appendices. The regularity, existence theory and blow-up analysis are shown above this.

This book grew from my honours thesis completed in 2008 at the Australian National University. I would like to express my deepest gratitudes to my supervisor, Dr Ben Andrews, for without his supervision, assistance and immeasurable input this book would not be possible. Finally, I would like to thank my parents for their continuous support and encouragement over the years.

Christopher Hopper
July, 2009
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Notation and List of Symbols

\( \Gamma_{ij} \) Christoffel symbol of a connection \( \nabla \) w.r.t. a local frame \((\partial_i)\).

\((x^i)\) A local coordinate chart for a neighbourhood \(U\) with a local chart \(x = (x^i) : U \to \mathbb{R}^n\).

Curv Algebraic curvature operators.

\(I, id\) The identities on \(S^2(\wedge^2 V^*)\) and \(S^2(V)\). N.B. \(I = id \wedge id\).

\(\Delta_{g,h}\) Harmonic map Laplacian w.r.t. the domain metric \(g\) and codomain metric \(h\).

\(\wedge^2 V\) Second exterior power of the vector space \(V\).

\(\mathcal{L}_X\) Lie derivative w.r.t. the vector field \(X\).

\(\mathfrak{M}\) Space of metrics.

\(N_x A\) Normal cone to \(A\) at \(x\).

\(\nu\) Unit outward normal.

\(\otimes\) Kulkarni-Nomizu product.

\(f^*E\) Pullback connection on \(f^*E\).

\(\xi, (\xi)_{f}\) Restriction of \(\xi, \xi_i \in \Gamma(E)\) to \(f\).

\(R, R_{ijk\ell}\) Riemannian curvature tensor.

\(\text{Ric}, R_{ij}\) Ricci curvature tensor.

\(\text{Scal}\) Scalar curvature tensor.

\(\Gamma(E)\) The space of smooth sections of a vector bundle \(\pi : E \to M\).

\(\mathfrak{S}\) Spatial tangent bundle.

\(\text{Sym}^2 T^*M\) Symmetric \((2,0)\)-bundle over \(M\).

\(S^2(U)\) Symmetric tensor space of \(U\).

\(T^k_\ell(V)\) The set of all multilinear maps \((V^*)^\ell \times V^k \to \mathbb{R}\) over \(V\).

\(T^k_\ell M\) \((k,\ell)\)-tensor bundle over a manifold \(M\).

\(\mathcal{F}^k_\ell(M)\) The space of \((k,\ell)\)-tensor fields over \(M\), i.e. \(\Gamma(\otimes^k T^*M \otimes^\ell TM)\).

\(T_x A\) Tangent cone to \(A\) at \(x\).

\(d\mu, d\mu(g)\) Volume form with respect to a metric \(g\).

\(d\sigma\) Volume form on a hypersurface or boundary of a manifold.

\(\mathcal{X}(M)\) The space of vector fields, i.e. \(\Gamma(TM)\).
Introduction

The relationship between curvature and topology has traditionally been one of the most popular and highly developed topics in Riemannian geometry. In this area, a central issue of concern is that of determining global topological structures from local metric properties. Of particular interest to us the so-called pinching problem and related sphere theorems in geometry. We begin with a brief overview of this problem, from Hopf’s inspiration to the latest developments in Hamilton’s Ricci flow.

Manifolds with Constant Sectional Curvature

One of the earliest insights into the relationship between curvature and topology is the problem of classifying complete Riemannian manifolds with constant sectional curvature, referred to as *space forms*. In the late 1920s Heinz Hopf studied the global properties of such space forms and proved, in his PhD dissertation [Hop25] (see also [Hop26]), the following:

**Theorem (Uniqueness of Constant Curvature Metrics).** Let $M$ be a complete, simply-connected, $n$-dimensional Riemannian manifold with constant sectional curvature. Then $M$ is isometric to either $\mathbb{R}^n$, $S^n$ or $\mathbb{H}^n$.

Furthermore, if the manifold is compact then the space forms are compact quotients of the either $\mathbb{R}^n$, $S^n$ or $\mathbb{H}^n$. Placing this result on solid ground was one of Hopf’s tasks during the 1930s, however the classification is still incomplete (the categorisation of hyperbolic space quotients has been extremely problematic).

Given these developments, curiosity permits one to ask if a similar result would hold under a relaxation of the curvature hypothesis. In other words, assuming a compact manifold has a sectional curvature ‘varying not too much’ (we will later say the manifold is ‘pinched’), can one deduce that the underlying manifold is topologically (one would even hope differentiably) identical to one of the above space forms? After rescaling the metric there are three
cases: the pinching problem around $\kappa_0 = +1, 0, -1$. Therefore if the sectional curvature $K$ satisfies $|K - \kappa_0| \leq \varepsilon$, the question becomes one of finding an optimal $\varepsilon > 0$ in which the manifold is identical (in some sense) to a particular space form.

For our purposes, the question of interest is that of positive pinching around $\kappa_0 = 1$; our subsequent discussion will focus entirely on this case. The problem has enjoyed a great deal interest over the years due to its historical importance both in triggering new results and as motivation for creating new mathematical tools.

### The Topological Sphere Theorem

The only simply connected manifold of constant positive sectional curvature is, by the above theorem, the sphere. A heuristic sense of continuity leads one to hope that if the sectional curvature of a manifold is close to a positive constant, then the underlying manifold will still be a sphere. Hopf himself repeatedly put forward this problem, in particular when Harry Rauch (an analyst and expert in Riemannian surfaces) visited him in Zürich throughout 1948-49. Rauch was so enthusiastic about Hopf’s pinching that, back at the Institute for Advanced Study in Princeton, he finally managed to prove Hopf’s conjecture with a pinching constant of roughly $\delta \approx 3/4$. Specifically Rauch [Rau51] proved:

**Theorem (Rauch, 1951).** Let $(M^n, g)$ be a complete Riemannian manifold with $n \geq 2$. If the sectional curvature $K(p, \Pi)$ (where $p \in M$ and $\Pi$ is a 2-dimensional plane through $p$) satisfies

$$\delta k \leq K(p, \Pi) \leq k - \varepsilon$$

for some constant $k > 0$, some $\varepsilon > 0$, all $p \in M$; and all planes $\Pi$, where $\delta \approx 3/4$ is the root of the equation $\sin \pi \sqrt{\delta} = \sqrt{\delta}/2$. Then the simply connected covering space of $M$ is homeomorphic to the $n$-dimensional sphere $S^n$. In particular if $M$ is simply connected, then $M$ is homeomorphic to $S^n$.

Rauch’s paper is seminal in two respects. First of all, he was able to control the metric on both sides. Secondly, to get a global result, he made a subtle geometric study in which he proved that (under the pinching assumption) one can build a covering of the manifold from the sphere.

Thereafter Klingenberg [Kli59] sharpened the constant — in the even dimensional case — to the solution of $\sin \pi \sqrt{\delta} = \sqrt{\delta}$ (i.e. $\delta \approx 0.54$). Crucially, the precise notion of an injectivity radius was introduced to the pinching problem. Using this, Berger [Ber60a] improved Klingenberg’s result, under the even dimension assumption, with $\delta = 1/4$. Finally, Klingenberg [Kli61] extended the injectivity radius lower estimate to odd dimensions. This proved the sphere theorem in its entirety. The resulting quarter pinched sphere theorem is stated as follows:
Theorem (Rauch-Klingenberg-Berger Sphere Theorem). If a simply connected, complete Riemannian manifold has sectional curvature $K$ satisfying
\[ \frac{1}{4} < K \leq 1, \]
then it is homeomorphic to a sphere.\(^1\)

The theorem’s pinching constant is optimal since the conclusion is false if the inequality is no longer strict. The standard counterexample is complex projective space with the Fubini-Study metric (sectional curvatures of this metric take on values between 1/4 and 1 inclusive). Other counterexamples may be found among the rank one symmetric spaces (see e.g. [Hel62]).

As a matter of convention, we say a manifold is strictly $\delta$-pinched in the global sense if $0 < \delta < K \leq 1$ and weakly $\delta$-pinched in the global sense if $0 < \delta \leq K \leq 1$. In which case the sphere theorem can be reformulated as: ‘Any complete, simply-connected, strictly 1/4-pinched Riemannian manifold is homeomorphic to the sphere.’

Remarks on the Classical Proof. The proof from the 1960s consisted in arguing that the manifold can be covered with only two topological balls (e.g. see [AM97, Sect. 1]). The proof relies heavily on classical comparison techniques.

Idea of Proof. Choose points $p$ and $q$ in such a way that the distance $d(p,q)$ is maximal, that is $d(p,q) = \text{diam}(M)$. The key property of such a pair of points is that for any unit tangent vector $v \in T_qM$, there exists a minimising geodesic $\gamma$ from $q$ to $p$ making an acute angle with $v$. From this one can apply Toponogov’s triangle comparison theorem [Top58] (see also [CE08, Chap. 2]) and Klingenberg’s injectivity radius estimates to show that
\[ M = B(p,r) \cup B(q,r) \]
for $\pi/2\sqrt{\delta} < r < \pi$ and $1/4 < \delta \leq K \leq 1$. In other words, under the hypothesis of the sphere theorem, we can write $M$ as a union of two balls. One then concludes, by classical topological arguments, that $M$ is homeomorphic to the sphere. \(\square\)

Manifolds with Positive Isotropic Curvature. One cannot overlook the contributions made by Micallef and Moore [MM88] in generalising the classical Rauch-Klingenberg-Berger sphere theorem. By introducing the so-called positive isotropic curvature condition to the problem together with harmonic map theory, they managed to prove the following:

---

\(^1\) In the literature some quote the sectional curvature as taking values in the interval $(1, 4]$. This is only a matter of scaling. For instance, if the metric is scaled by a factor $\lambda$ then the sectional curvatures are scaled by $1/\lambda$. Thus one can adjust the maximum principal curvature to 1, say. What is important about the condition is that the ratio of minimum to maximum curvature remains greater than $1/4$. 

---
Theorem (Micallef and Moore, 1988). Let $M$ be a compact simply connected $n$-dimensional Riemannian manifold which has positive curvature on totally isotropic 2-planes, where $n \geq 4$. Then $M$ is homeomorphic to a sphere.

This is achieved as follows: Firstly, for a $n$-dimensional Riemannian manifold $M$ with positive curvature on totally isotropic two-planes one can show that any nonconstant conformal harmonic map $f : S^2 \to M$ has index at least $\frac{n-3}{2}$. The proof uses classical results of Grothendieck on the decomposition of holomorphic bundles over $S^2$. Secondly, one can show: If $M$ is a compact Riemannian manifold such that $\pi_k(M) \neq 0$, where $k \geq 2$, then there exists a nonconstant harmonic 2-sphere in $M$ of index $\leq k - 2$. This fact is a modification of the Sacks-Uhlenbeck theory of minimal 2-spheres in Riemannian manifolds. From this, the above theorem easily follows by using duality with these two results, and using the higher-dimensional Poincaré conjecture, which was proved for $n \geq 5$ by Smale and for $n = 4$ by Freedman.

A refined version of the classical sphere theorem now follows by replacing the global pinching hypotheses on the curvature by a pointwise one. In particular we say that a manifold $M$ is strictly $\delta$-pinched in the pointwise sense if $0 < \delta K(\Pi_1) < K(\Pi_2)$ for all points $p \in M$ and all 2-planes $\Pi_1, \Pi_2 \subset T_p M$. Furthermore, we say $M$ is weakly $\delta$-pinched in the pointwise sense if $0 \leq \delta K(\Pi_1) \leq K(\Pi_2)$ for all point $p \in M$ and all 2-planes $\Pi_1, \Pi_2 \subset T_p M$. In which case it follows from Berger’s Lemma (see Section 1.7.7) that any manifold which is strictly $1/4$-pinched in the pointwise sense has positive isotropic curvature (and so is homeomorphic to $S^n$).

A Question of Optimality. Given the above stated Rauch-Klingenberg-Berger sphere theorem, a natural question to ask is: Can the homeomorphic condition can be replaced by a diffeomorphic one? In answering this, there are some dramatic provisos. The biggest concerns the method used in the above classical proof — as the argument presents $M$ as a union of two balls glued along their common boundary so that $M$ is homeomorphic to $S^n$. However, Milnor [Mi56] famously showed that there are ‘exotic’ structures on $S^7$, namely:

Theorem (Milnor, 1956). There are 7-manifolds that are homeomorphic to, but not diffeomorphic to, the 7-sphere.

Moreover, some exotic spheres are precisely obtained by gluing two half spheres along their equator with a weird identification. Hence the above classical proof cannot do better since it does not allow one to obtain a diffeomorphism between $M$ and $S^n$ in general. As a result, it remained an open question as to whether or not the sphere theorem’s conclusion was optimal in this sense.

\[\text{2 In fact Milnor and Kervaire [KM63] showed that $S^7$ has exactly 28 non-diffeomorphic smooth structures.}\]
To add to matters, it has also been a long-standing open problem as to whether there actually are any concrete examples of exotic spheres with positive curvature. This has now apparently been resolved by Petersen and Wilhelm [PW08] who show there is a metric on the Gromoll-Meyer Sphere with positive sectional curvature.

**The Differentiable Sphere Theorem**

There have been many attempts at proving the differentiable version, most of which have been under sub-optimal pinching assumptions. The first attempt was by Gromoll [Gro66] with a pinching constant $\delta = \delta(n)$ that depended on the dimension $n$ and converged to 1 as $n$ goes to infinity. The result for $\delta$ independent of $n$ was obtained by Sugimoto, Shiohama, and Karcher [SSK71] with $\delta = 0.87$. The pinching constant was subsequently improved by Ruh [Ruh71, Ruh73] with $\delta = 0.80$ and by Grove, Karcher and Ruh [GKR74] with $\delta = 0.76$. Furthermore, Ruh [Ruh82] proved the differentiable sphere theorem under a pointwise pinching condition with a pinching constant converging to 1 as $n \to \infty$.

**The Ricci Flow.** In 1982 Hamilton introduced fundamental new ideas to the differentiable pinching problem. His seminal work [Ham82b] studied the evolution of a heat-type geometric evolution equation:

$$\frac{\partial}{\partial t}g(t) = -2 \text{Ric}(g(t)), \quad g(0) = g_0,$$

herein referred to as the Ricci flow. This intrinsic geometric flow has, over the years, served to be an invaluable tool in obtaining global results within the differentiable category. The first of which is following result due to Hamilton [Ham82b].

**Theorem (Hamilton, 1982).** Suppose $M$ is a simply-connected compact Riemannian 3-manifold with strictly positive Ricci curvature. Then $M$ is diffeomorphic to $S^3$.

Following this, Hamilton [Ham86] developed powerful techniques to analyse the global behaviour of the Ricci flow. This enabled him to extend his previous result to 4-manifolds by showing:

**Theorem (Hamilton, 1986).** A compact 4-manifold $M$ with a positive curvature operator is diffeomorphic to the sphere $S^4$ or the real projective space $\mathbb{R}P^4$.

Note that we say a manifold has a positive curvature operator if the eigenvalues if $R$ are all positive, or alternatively $R(\phi, \phi) > 0$ for all 2-forms $\phi \neq 0$ (when considering the curvature operator as a self-adjoint operator on two-forms).
Following this, Chen [Che91] show that the conclusion of Hamilton’s holds under the weaker assumption that the manifold has a 2-positive curvature operator. Specifically, he proved that:

If $M$ is a compact 4-manifold with a 2-positive curvature operator, then $M$ is diffeomorphic to either $S^4$ or $\mathbb{R}P^4$. Moreover, Chen showed that the 2-positive curvature condition is implied by pointwise $1/4$-pinching. In which case he managed to show:

**Theorem (Chen, 1991).** If $M^4$ is a compact pointwise $1/4$-pinched 4-manifold, then $M$ is either diffeomorphic to the sphere $S^4$ or the real projective space $\mathbb{R}P^4$, or isometric to the complex projective space $\mathbb{C}P^2$.

Note that we say a manifold has a 2-positive curvature operator if the sum of the first two eigenvalues of $R$ are positive.\(^3\) It is easy to see that when $\dim M = 3$, the condition of positive Ricci and 2-positive curvature operator are equivalent (in fact, 2-positive implies positive Ricci in $n$-dimensions).

However despite this progress it still remained an open problem for over a decade as to whether or not these results could be extended for manifolds $M$ with $\dim M \geq 4$.

**Ricci Flow in Higher Dimensions.** Huisken [Hui85] was one of the first to study the Ricci flow on manifolds of dimension $n \geq 4$. His analysis focuses on decomposing the curvature tensor into $R_{ijkl} = U_{ijkl} + V_{ijkl} + W_{ijkl}$, where $U_{ijkl}$ denotes the part of the curvature tensor associated with the scalar curvature, $V_{ijkl}$ is the part of the curvature associated with the trace-free Ricci curvature, and $W_{ijkl}$ denotes the Weyl tensor. By following the techniques outlined in [Ham82b], Huisken showed that if the scalar-curvature-free part of the sectional curvature tensor is small compared to the scalar curvature, then the same evolution equation for the curvature yields the same result — a deformation to a constant positive sectional curvature metric.

**Theorem (Huisken, 1985).** Let $n \geq 4$. If the curvature tensor of a smooth compact $n$-dimensional Riemannian manifold of positive scalar curvature satisfies

$$|W|^2 + |V|^2 < \delta_n |U|^2$$

with $\delta_4 = \frac{1}{5}$, $\delta_5 = \frac{1}{10}$, and $\delta_n = \frac{2}{(n-2)(n+1)}$ for $n \geq 6$, then the Ricci flow has a solution $g(t)$ for all times $0 \leq t < \infty$ and $g(t)$ converges to a smooth metric of constant positive curvature in the $C^\infty$-topology as $t \to \infty$.

There are also similar results by Nishikawa [Nis86] and Margerin [Mar86] with more recent sharp results by Margerin [Mar94a, Mar94b] as well.

In 2006, Böhm and Wilking [BW08] managed to generalise Chen’s work in four dimensions by constructed a new family of cones (in the space of algebraic curvature operators) which is invariant under Ricci flow. This allowed them to prove:

\(^3\) Equivalently one could also say that $R(\phi, \phi) + R(\psi, \psi) > 0$ for all 2-forms $\phi$ and $\psi$ satisfying $|\phi|^2 = |\psi|^2$ and $\langle \phi, \psi \rangle = 0$. 

---
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Theorem (Böhm and Wilking, 2006). On a compact manifold $M^n$ the Ricci flow evolves a Riemannian metric with 2-positive curvature operator to a limit metric with constant sectional curvature.

Their paper [BW08] overcomes some major technical problems, particular those related to controlling the Weyl part of the curvature.

Soon thereafter, Brendle and Schoen [BS09a] finally managed to prove:

Theorem (Brendle and Schoen, 2007). Let $M$ be a compact Riemannian manifold of dimension $n \geq 4$ with sectional curvature strictly $1/4$-pinched in the pointwise sense. Then $M$ admits a metric of constant curvature and therefore is diffeomorphic to a spherical space form.

The key novel step in the proof is to show that nonnegative isotropic curvature is invariant under the Ricci flow. This was also independently proved by Nguyen [Ngu08, Ngu10]. Brendle and Schoen obtain the abovementioned result by working with the nonnegative isotropic curvature condition on $M \times \mathbb{R}^2$, which is implied by pointwise $1/4$-pinching. We will examine this proof by Brendle and Schoen [BS09a] in Chapter 13. In Chapters 11 and 12 we will look at the methods of Böhm and Wilking [BW08] in detail with the specific aim to proving the differentiable pointwise $1/4$-pinching sphere theorem for $n \geq 4$.

Finally, in Chapter 14 we survey the following result of Brendle [Bre08] which generalises the earlier results of [Ham82b, Hui85, Che91, BW08, BS09a].

Theorem (Brendle, 2008). Let $(M, g_0)$ be a compact Riemannian manifold of dimension $n \geq 4$ such that $M \times \mathbb{R}$ has positive isotropic curvature. Then there is a unique maximal solution $g(t), t \in [0, T)$ to the Ricci flow with initial metric $g_0$ which converges to a metric of constant curvature. In particular, $M$ is diffeomorphic to a spherical space form.

Where to Next?

There is a big problem crying out for an application of Ricci flow:

*If $(M, g_0)$ is a simply connected compact Riemannian manifold with positive curvature on isotropic 2-planes, is $M$ diffeomorphic to a spherical space form?*

The difficulties are manifold: First, it is very difficult to bring in the condition of simple-connectedness (a global condition) to the analysis of the Ricci flow (which is locally defined). If the assumption is dropped, then there are many more manifolds which can appear and which have positive isotropic curvature, notably the product $S^{n-1} \times S^1$, for which the universal cover is not compact

---

4 Recall that Micallef and Moore [MM88] proved that such manifolds are homeomorphic to $S^n$. 
(and is not a sphere!). Second, singularities can happen in the Ricci flow of such metrics where the curvature operators do not approach those of constant sectional curvature (in the above example, the $S^{n-1}$ factor shrinks while the $S^1$ factor does not).

Hamilton [Ham97] used a surgery argument to analyse the situation in four dimensions. His method is to show that blow-ups at singularities look close to either a shrinking cylinder or a shrinking sphere. He stops the Ricci flow just before a singularity, and cuts all the cylindrical ‘necks’, pasting in smooth caps on the ‘stumps’. Then he continues the Ricci flow again. In this way he proves that the original manifold must have been a connected sum of spheres with $S^3 \times S^1$ (or quotients of these).

The question is: Can the algebraic methods of Böhm and Wilking [BW08] be used — with the preservation of positive isotropic curvature as presented in Chapter 13 — to prove a similar result for manifolds with positive isotropic curvature in higher dimensions? Doing so would in the best scenario prove the following conjecture of Schoen:

**Conjecture (Schoen, CTZ08, Sch07).** For $n \geq 4$, let $M$ be an $n$-dimensional compact Riemannian manifold with positive isotropic curvature. Then a finite cover of $M$ is diffeomorphic to $S^n$, $S^{n-1} \times S^1$ or a connected sum of these. In particular, the fundamental group of $M$ is virtually free.

---

5 This argument was an inspiration for Perel’man’s later use of Ricci flow to prove the Poincaré and Geometrisation conjectures. A correction to Hamilton’s argument was later published by Zhu and Chen [CZ06].
Chapter 1
Background Material

This chapter establishes the notational conventions used throughout while also providing results and computations needed for later analyses. Readers familiar with differential geometry may wish to skip this chapter and refer back when necessary.

1.1 Smooth Manifolds

Suppose $M$ is a topological space. We say $M$ is a $n$-dimensional topological manifold if it is Hausdorff, second countable and is ‘locally Euclidean of dimension $n$’ (i.e. every point $p \in M$ has a neighbourhood $U$ homeomorphic to an open subset of $\mathbb{R}^n$). A coordinate chart is a pair $(U, \phi)$ where $U \subset M$ is open and $\phi : U \rightarrow \phi(U) \subset \mathbb{R}^n$ is a homeomorphism. If $(U, \phi)$ and $(V, \psi)$ are two charts, the composition $\psi \circ \phi^{-1} : \phi(U \cap V) \rightarrow \psi(U \cap V)$ is called the transition map from $\phi$ to $\psi$. It is a homeomorphism since both $\phi$ and $\psi$ are.

In order for calculus ideas to pass to the setting of manifolds we need to impose an extra smoothness condition on the chart structure. We say two charts $(U, \phi)$ and $(V, \psi)$ are smoothly compatible if the transition map $\psi \circ \phi^{-1}$, as a map between open sets of $\mathbb{R}^n$, is a diffeomorphism.

We define a smooth atlas for $M$ to be a collection of smoothly compatible charts whose domains cover $M$. We say two smooth atlases are compatible if their union is also a smooth atlas. As compatibility is an equivalence relation, we define a differentiable structure for $M$ to be an equivalence class of smooth atlases. Thus a smooth manifold is a pair $(M, \mathcal{A})$ where $M$ is a topological manifold and $\mathcal{A}$ is a smooth differentiable structure for $M$. When there is no ambiguity, we usually abuse notation and simply refer to a ‘differentiable manifold $M$’ without reference to the atlas. From here on, manifolds will always be of the differentiable kind.

1.1.1 Tangent Space. There are various equivalent ways of defining the tangent space of a manifold. For our purposes, we emphasise the construction of the tangent space as derivations on the algebra $C^\infty(M)$. 
Definition 1.1. Let $M$ be a smooth manifold with a point $p$. A $\mathbb{R}$-linear map $X : C^\infty(M) \to \mathbb{R}$ is called a derivation at $p$ if it satisfies the Leibniz rule: $X(fg) = f(p)Xg + g(p)Xf$. The tangent space at $p$, denoted by $T_pM$, is the set of all derivations at $p$.

The tangent space $T_pM$ is clearly a vector space under the canonical operations $(X + Y)f = Xf + Yf$ and $(\lambda X)f = \lambda (Xf)$ where $\lambda \in \mathbb{R}$. In fact $T_pM$ is of finite dimension and isomorphic to $\mathbb{R}^n$. By removing the pointwise dependence in the above definition, we define:

Definition 1.2. A derivation is an $\mathbb{R}$-linear map $Y : C^\infty(M) \to C^\infty(M)$ which satisfies the Leibniz rule: $Y(fg) = fYg + gYf$.

We identify such derivations with vector fields on $M$ (see Remark 1.10 below).

Remark 1.3. In the setting of abstract algebra, a derivation is a function on an algebra which generalises certain features of the derivative operator. Specifically, given an associative algebra $\mathcal{A}$ over a ring or field $R$, a $R$-derivation is a $R$-linear map $D : \mathcal{A} \to \mathcal{A}$ that satisfies the product rule: $D(ab) = (Da)b + a(Db)$ for $a, b \in \mathcal{A}$. In our case, the algebra $\mathcal{A} = C^\infty(M)$ and the field is $\mathbb{R}$.

1.2 Vector Bundles

Definition 1.4. Let $F$ and $M$ be smooth manifolds. A fibre bundle over $M$ with fibre $F$ is a smooth manifold $E$, together with a surjective submersion $\pi : E \to M$ satisfying a local triviality condition: For any $p \in M$ there exists an open set $U$ in $M$ containing $p$, and a diffeomorphism $\phi : \pi^{-1}(U) \to U \times F$ (called a local trivialization) such that $\pi = \pi_1 \circ \phi$ on $\pi^{-1}(U)$, where $\pi_1(x, y) = x$ is the projection onto the first factor. The fibre at $p$, denoted $E_p$, is the set $\pi^{-1}(p)$, which is diffeomorphic to $F$ for each $p$.

Although a fibre bundle $E$ is locally a product $U \times F$, this may not be true globally. The space $E$ is called the total space, $M$ the base space and $\pi$ the projection. Occasionally we refer to the bundle by saying: ‘let $\pi : E \to M$ be a (smooth) fibre bundle’. In most cases the fibre bundles we consider will be vector bundles in which the fibre $F$ is a vector space and the local trivializations induce a well-defined linear structure on $E_p$ for each $p$.

Definition 1.5. Let $M$ be a differentiable manifold. A smooth vector bundle of rank $k$ over $M$ is a fibre bundle $\pi : E \to M$ with fibre $\mathbb{R}^k$, such that

1. The fibres $E_p = \pi^{-1}(p)$ have a $k$-dimensional vector space structure.
2. The local trivializations $\phi : \pi^{-1}(U) \to U \times \mathbb{R}^k$ are such that $\pi_2 \circ \phi|_{E_p}$ is a linear isomorphism for each $p \in U$, where $\pi_2(x, y) = y$. 
One of the most fundamental vector bundles over a manifold $M$ is the tangent bundle $TM = \bigcup_{p \in M} T_p M$. It is a vector bundle of rank equal to $\dim M$. Other examples include the tensor bundles constructed from $TM$ (see Section 1.3.3).

**Definition 1.6.** A section of a fibre bundle $\pi : E \to M$ is a smooth map $X : M \to E$, written $p \mapsto X_p$, such that $\pi \circ X = \text{id}_M$. If $E$ is a vector bundle then the collection of all smooth sections over $M$, denoted by $\Gamma(E)$, is a real vector space under pointwise addition and scalar multiplication.

**Definition 1.7.** A local frame for a vector bundle $E$ of rank $k$ is a $k$-tuple $(\xi_i)$ of pointwise linearly independent sections of $E$ over open $U \subset M$, that is $\xi_1, \ldots, \xi_k \in \Gamma(E|_U)$.

Given such a local frame, any section $\alpha$ of $E$ over $U$ can be written in the form $\sum_{i=1}^k \alpha^i \xi_i$, where $\alpha^i \in C^\infty(U)$. Local frames correspond naturally to local trivializations, since the map $(p, \sum_{i=1}^k \alpha^i(p)) \mapsto (p, \alpha^1(p), \ldots, \alpha^k(p))$ is a local trivialization, while the inverse images of a standard basis in a local trivialization defines a local frame. Moreover we recall the local frame criterion for smoothness of sections.

**Proposition 1.8.** A section $\alpha \in \Gamma(E|_U)$ is a smooth if and only if its component functions $\alpha^i$, with respect to $(\xi_i)$, on $U$ are smooth.

**Remark 1.9.** In fact $\Gamma(E)$ is a module over the ring $C^\infty(M)$ since for each $X \in \Gamma(TM)$ we define $fX \in \Gamma(E)$ by $(fX)(p) = f(p)X_p(p)$. For instance the space of sections of any tensor bundle is a module over $C^\infty(M)$.

**Remark 1.10.** There is an important identification between derivations (as in Definition 1.2) and smooth sections of the tangent bundle:

**Proposition 1.11.** Smooth sections of $TM \to M$ are in one-to-one correspondence with derivations of $C^\infty(M)$.

**Proof.** If $X \in \Gamma(TM)$ is a smooth section, define a derivation $\mathcal{X} : f \to Xf$ by $(\mathcal{X}f)(p) = X_p(f)$. Conversely, given a derivation $\mathcal{Y} : C^\infty(M) \to C^\infty(M)$ define a section $Y$ of $TM$ by $Y_p f = (\mathcal{Y}f)(p)$. An easy exercise shows that this section is smooth. \hfill \Box

As a result, we can either think of a smooth section $X \in \Gamma(TM)$ as a smooth map $X : M \to TM$ with $X \circ \pi = \text{id}_M$ or as a derivation — that is, a $\mathbb{R}$-linear map $X : C^\infty(M) \to C^\infty(M)$ that satisfies the Leibniz rule. We call such an $X$ a vector field and let the set of vector fields be denoted by $\mathcal{X}(M)$.

---

1 Recall that a module over a ring generalises the notion of a vector space. Instead of requiring the scalars to lie in a field, the ‘scalars’ may lie in an arbitrary ring. Formally a left $R$-module over a ring $R$ is an Abelian group $(G, +)$ with scalar multiplication $\cdot : R \times G \to G$ that is associative and distributive.
1.2.1 Subbundles.

**Definition 1.12.** For a vector bundle \( \pi : E \to M \), a subbundle of \( E \) is a vector bundle \( E' \) over \( M \) with an injective vector bundle homomorphism \( i : E' \to E \) covering the identity map on \( M \) (so that \( \pi_E \circ i = \pi_{E'} \), where \( \pi_E \) and \( \pi_{E'} \) are the projections on \( E \) and \( E' \) respectively).

The essential idea of a subbundle of a vector bundle \( E \to M \) is that it should be a smoothly varying family of linear subspaces \( E'_p \) of the fibres \( E_p \) that constitutes a vector bundle in their own right. However it is convenient to distinguish sections of the subbundle from sections of the larger bundle, and for this reason we use the definition above. One can think of the map \( i \) as an inclusion of \( E' \) into \( E \).

**Example 1.13.** Let \( f : M \to N \) be a smooth immersion between manifolds. The pushforward \( f_* : TM \to TN \) (ref. Section 1.8.2) over \( f : M \to N \) induces a vector bundle mapping \( i : TM \to f^*(TN) \) over \( M \). On fibres over \( p \in M \) this is the map \( f_*|_p : T_pM \to T_{f(p)}N = (f^*TN)_p \) which is injective since \( f \) is an immersion. Hence, \( i \) exhibits \( TM \) as a subbundle of \( f^*TN \) over \( M \).

It is also useful to note, using a rank type theorem, that:

**Proposition 1.14.** If \( f : E \to E' \) is a smooth bundle surjection over \( M \). Then there exists a subbundle \( j : E_0 \to E \) such that \( j(E_0(p)) = \ker(f|_p) \) for each \( p \in M \).

In which case we have a well-defined subbundle \( E_0 = \ker f \) inside \( E \).

1.2.2 Frame Bundles. For a vector bundle \( \pi : E \to M \) of rank \( k \), there is an associated fibre bundle over \( M \) with fibre \( \text{GL}(k) \) called the general linear frame bundle \( F(E) \). The fibre \( F(E)_x \) over \( x \in M \) consists of all linear isomorphisms \( Y : \mathbb{R}^k \to E_x \), or equivalently the set of all ordered bases for \( E_x \) (by identifying the map \( Y \) with the basis \( (Y_a) \), where \( Y_a = Y(e_a) \) for \( a = 1, \ldots, k \)). The group \( \text{GL}(k) \) acts on each fibre by composition, so that \( A \in \text{GL}(k) \) acts on a frame \( Y : \mathbb{R}^k \to E_x \) to give \( Y^A = Y \circ A : \mathbb{R}^k \to E_x \) (alternatively, the basis \( (Y_a) \in F(E)_x \) maps to the basis \( (A^a Y_a) \)). From standard linear algebra, this action

\[
\text{GL}(k) \times F(E) \to F(E); \quad (A,Y) \mapsto Y^A
\]

is simply transitive on each fibre (that is, for any \( Y, Z \in F(E)_x \) there exists a unique \( A \in \text{GL}(k) \) such that \( Y^A = Z \)).

Note that a local trivialization \( \phi : \pi^{-1}(U) \to U \times \mathbb{R}^k \) for \( E \), together with a local chart \( \eta : U \to \mathbb{R}^n \) for \( M \), produces a chart for \( E \) compatible with the bundle structure: We take \( (x,v) \mapsto \phi(x,v) = (x,\pi_2\phi(x,v)) \mapsto (\eta(x),\pi_2\phi(x,v)) \in \mathbb{R}^n \times \mathbb{R}^k \). Any such chart also produces a chart for \( F(E) \) giving it the structure of a manifold of dimension \( n + k^2 \): We take \( (x,Y) \mapsto (\eta(x),\pi_2 \circ \phi_x \circ Y) \in \mathbb{R}^n \times \text{GL}(k) \subset \mathbb{R}^{n+k^2} \), where \( \phi_x(\cdot) = \phi(x,\cdot) \).
Similarly a local trivialization of $F(E)$ is defined by $(x,Y) \mapsto (x,\pi_2 \circ \phi_x \circ Y)$, giving $F(E)$ the structure of a fibre bundle with fibre $GL(k)$ as claimed.

If the bundle $E$ is equipped with a metric $g$ (ref. Section 1.4.4) — so that $E_x$ is an inner product space — then one can introduce the orthonormal frame bundle $O(E)$. Specifically $O(E)$ is the subset of $F(E)$ defined by

$$O(E) = \{ Y \in F(E) : g(Y_a, Y_b) = \delta_{ab}\}.$$

The orthogonal group $O(k)$ acts on $O(E)$ by

$$O(k) \times O(E) \to O(E); \quad (O, Y) \mapsto Y^O$$

where $Y^O(u) = Y(Ou)$ for each $u \in \mathbb{R}^k$ and $O(E)$ is a fibre bundle over $M$ with fibre $O(k)$.

**Remark 1.15.** A local frame for $E$ consists of $k$ pointwise linearly independent smooth sections of $E$ over an open set $U$, say $p \mapsto \xi_i(p) \in E_p$ for $i = 1, \ldots, k$. This corresponds to a section $Y$ of $F(E)$ over $U$, defined by $Y_p(u^i e_i) = u^i \xi_i(p)$ for each $p \in U$ and $u \in \mathbb{R}^k$.

### 1.3 Tensors

Let $V$ be a finite dimensional vector space. A covariant $k$-tensor on $V$ is a multilinear map $F : V^k \to \mathbb{R}$. Similarly, a contravariant $\ell$-tensor is a multilinear map $F : (V^*)^\ell \to \mathbb{R}$. A mixed tensor of type $(k, \ell)$ or $(k, \ell)$ is a multilinear map

$$F : V^* \times \cdots \times V^* \times V \times \cdots \times V \to \mathbb{R}.$$

We denote the space of all $k$-tensors on $V$ by $T^k(V)$, the space of contravariant $\ell$-tensors by $T_\ell(V)$, and the space of all mixed $(k, \ell)$ tensors by $T_{k\ell}(V)$.

The following canonical isomorphism is frequently useful:

**Lemma 1.16.** The tensor space $T^1_1(V)$ is canonically isomorphic to $\text{End}(V)$, where the (bases independent) isomorphism $\Phi : \text{End}(V) \to T^1_1(V)$ is given by

$$\Phi(A) : (\omega, X) \mapsto \omega(A(X))$$

for all $A \in \text{End}(V)$, $\omega \in V^*$, and $X \in V$.

**Remark 1.17.** Alternatively one could state this lemma by saying: If $V$ and $W$ are vector spaces then $V \otimes W^* \simeq \text{End}(W, V)$ where the isomorphism $\Psi : V \otimes W^* \to \text{End}(W, V)$ is given by $\Psi(v \otimes \xi) : w \mapsto \xi(w)v$.

A general version of this identification is expressed as follows.
Lemma 1.18. The tensor space $T^k_{\ell+1}(V)$ is canonically isomorphic to the space $\text{Mult}((V^*)^\ell \times V^k, V)$, where the isomorphism $\Phi : \text{Mult}((V^*)^\ell \times V^k, V) \to T^k_{\ell+1}(V)$ is given by

$$\Phi(A) : (\omega^0, \omega^1, \ldots, \omega^\ell, X_1, \ldots, X_k) \mapsto \omega^0(A(\omega^1, \ldots, \omega^\ell, X_1, \ldots, X_k))$$

for all $A \in \text{Mult}((V^*)^\ell \times V^k, V)$, $\omega_i \in V^*$, and $X_j \in V^k$.

1.3.1 Tensor Products. There is a natural product that links the various tensor spaces over $V$. If $F \in T^k_{\ell}(V)$ and $G \in T^p_q(V)$, then the tensor product $F \otimes G \in T^{k+p}_{\ell+q}(V)$ is defined to be

$$(F \otimes G)(\omega^1, \ldots, \omega^{\ell+q}, X_1, \ldots, X_{k+p}) = F(\omega^1, \ldots, \omega^\ell, X_1, \ldots, X_k)G(\omega^{\ell+1}, \ldots, \omega^{\ell+q}, X_{k+1}, \ldots, X_{k+p}).$$

Moreover, if $(e_1, \ldots, e_n)$ is a basis for $V$ and $(\varphi^1, \ldots, \varphi^n)$ is the corresponding dual basis, defined by $\varphi^i(e_j) = \delta^i_j$, then it can be shown that a basis for $T^k_{\ell}(V)$ takes the form

$$e_{j_1} \otimes \cdots \otimes e_{j_\ell} \otimes \varphi^{i_1} \otimes \cdots \otimes \varphi^{i_k},$$

where

$$e_{j_1} \otimes \cdots \otimes e_{j_\ell} \otimes \varphi^{i_1} \otimes \cdots \otimes \varphi^{i_k}(\varphi^{s_1}, \ldots, \varphi^{s_\ell}, e_{r_1}, \ldots, e_{r_k}) = \delta_{j_1}^{s_1} \cdots \delta_{j_\ell}^{s_\ell} \delta_{r_1}^{i_1} \cdots \delta_{r_k}^{i_k}.$$

Therefore any tensor $F \in T^k_{\ell}(V)$ can be written, with respect to this basis, as

$$F = F_{j_1, \ldots, j_\ell}^{i_1, \ldots, i_k} e_{j_1} \otimes \cdots \otimes e_{j_\ell} \otimes \varphi^{i_1} \otimes \cdots \otimes \varphi^{i_k},$$

where $F_{j_1, \ldots, j_\ell}^{i_1, \ldots, i_k} = F(\varphi^{j_1}, \ldots, \varphi^{j_\ell}, e_{i_1}, \ldots, e_{i_k})$.

1.3.2 Tensor Contractions. A tensor contraction is an operation on one or more tensors that arises from the natural pairing of a (finite-dimensional) vector space with its dual.

Intuitively there is a natural notion of ‘the trace of a matrix’ $A = (A^i_j) \in \text{Mat}_{n \times n}(\mathbb{R})$ given by $\text{tr} A = \sum_i A^i_i$. It is $\mathbb{R}$-linear and commutative in the sense that $\text{tr} AB = \text{tr} BA$. From the latter property, the trace is also cyclic (in the sense that $\text{tr} ABC = \text{tr} BCA = \text{tr} CAB$). Therefore the trace is similarity-invariant, which means for any $P \in \text{GL}(n)$ the trace $\text{tr} P^{-1} A P = \text{tr} P P^{-1} A = \text{tr} A$. Whence we can extend $\text{tr}$ over $\text{End}(V)$ by taking the trace of a matrix representation — this definition is basis independent since different bases give rise to similar matrices — and so by Lemma [1.16] $\text{tr}$ can act on tensors as well.

---

2 Here $\text{Mult}((V^*)^\ell \times V^k, V)$ is the set of multilinear maps from $(V^*)^\ell \times V^k$ to $V$. 
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Naturally, we define the contraction of any $F \in T^1_1(V)$ by taking the trace of $F$ as a linear map in $\text{End}(V)$. In which case $\text{tr} : T^1_1(V) \to \mathbb{R}$ is given by $\text{tr} F = F(\varphi^i, e_i) = \sum_i F^i_i$, since $\Phi^{-1}(F) = (F(\varphi^i, e_j))_{i,j=1}^n \in \text{End}(V)$. In general we define

$$\text{tr} : T^{k+1}_{\ell+1}(V) \to T^k_\ell(V)$$

by

$$(\text{tr} F)(\omega^1, \ldots, \omega^\ell, X_1, \ldots, X_k) = \text{tr} (F(\omega^1, \ldots, \omega^\ell, \cdot, X_1, \ldots, X_k, \cdot)).$$

That is, we define $(\text{tr} F)(\omega^1, \ldots, \omega^\ell, X_1, \ldots, X_k)$ to be the trace of the endomorphism $F(\omega^1, \ldots, \omega^\ell, \cdot, X_1, \ldots, X_k, \cdot) \in T^1_1(V) \cong \text{End}(V)$. In components this is equivalent to

$$(\text{tr} F)^{j_1 \cdots j_\ell}_{i_1 \cdots i_k} = F^{j_1 \cdots j_\ell m}_{i_1 \cdots i_k m}.$$

It is clear that the contraction is linear and lowers the rank of a tensor by 2. Unfortunately there is no general notation for this operation! So it is best to explicitly describe the contraction in words each time it arises. We give some simple examples of how this might occur.

There are several variations of $\text{tr}$: Firstly, there is nothing special about which particular component pairs the contraction is taken over. For instance if $F = F^j_k \varphi^i \otimes e_j \otimes \varphi^k \in T^2_1(V)$ then one could take the contraction of $F$ over the first two components: $(\text{tr}_{12} F)_k = \text{tr} F(\cdot, \cdot, e_k) = F^i_k$ or the last two components: $(\text{tr}_{23} F)_k = \text{tr} F(e_k, \cdot, \cdot) = F^i_k$.

Another variation occurs if one wants to take the contraction over multiple component pairs. For example if $F = F^{k \ell}_{ij} \varphi^i \otimes \varphi^j \otimes e_k \otimes e_\ell \in T^2_2(V)$, one could take the trace over the 1st and 3rd with the 2nd and 4th so that

$$\text{tr} F = \text{tr}_{13} \text{tr}_{24} F = \text{tr} F(\ast, \ast, \ast, \cdot) = F^{pq}_{pq}.$$

Furthermore, if one has a metric $g$ then it is possible to take contractions over two indices that are either both vectors or covectors. This is done by taking a tensor product with the metric tensor (or its inverse) and contracting each of the two indices with one of the indices of the metric. This operation is known as metric contraction (see Section 1.4.3 for further details).

Finally, one of the most important applications arises when $F = \omega \otimes X \in T^1_1(V)$ for some (fixed) vector $X$ and covector $\omega$. In this case

$$\text{tr} F = F(\partial_i, dx^i) = \omega(\partial_i) X(dx^i) = \omega_i X^i = \omega(X).$$

The idea can be extended as follows: If $F \in T^k_\ell(V)$ with $\omega^1, \ldots, \omega^\ell \in V^*$ and $X_1, \ldots, X_k \in V$ (fixed) then

$$F \otimes \omega^1 \otimes \cdots \otimes \omega^\ell \otimes X_1 \otimes \cdots \otimes X_k \in T^{2k}_{2\ell}(V).$$

So the contraction of this tensor over all indexes becomes
\[ \text{tr} (F \otimes \omega^1 \otimes \cdots \otimes \omega^\ell \otimes X_1 \otimes \cdots \otimes X_k) \\
= \omega_{j_1} \cdots \omega_{j_{\ell}} F^{j_1 \cdots j_{\ell}}_{i_1 \cdots i_k} X^{i_1} \cdots X^{i_k} \\
= F(\omega^1, \omega^\ell, X_1, \ldots, X_k). \quad (1.1) \]

1.3.3 Tensor Bundles and Tensor Fields. For a manifold \( M \) we can apply the above tensor construction pointwise on each tangent space \( T_p M \). In which case a \((k, \ell)\)-tensor at \( p \in M \) is an element \( T^k_{\ell}(T_p M) \). We define the bundle of \((k, \ell)\)-tensors on \( M \) by

\[ T^k_{\ell} M = \bigcup_{p \in M} T^k_{\ell}(T_p M) = \bigcup_{p \in M} \otimes^k T^*_p M \otimes^\ell T_p M. \]

In particular, \( T^1_1 M = TM \) and \( T^1_0 M = T^* M \). An important subbundle of \( T^2 M \) is \( \text{Sym}^2 T^* M \), the space of all symmetric \((2, 0)\)-tensors on \( M \). A \((k, \ell)\)-tensor field is an element of \( \Gamma(T^k_{\ell} M) = \Gamma(\otimes^k T^* M \otimes^\ell TM) \) — we sometimes use the notation \( \mathcal{T}^k_{\ell} M \) as a synonym for \( \Gamma(T^k_{\ell} M) \).

To check that \( T^k_{\ell} M \) is a vector bundle, let \( \pi : T^k_{\ell} M \rightarrow M \) send \( F \in T^k_{\ell}(T_p M) \) to the base point \( p \). If \((x^i)\) is a local chart on open \( U \subset M \) around point \( p \), then any tensor \( F \in T^k_{\ell}(T_p M) \) can be expressed as

\[ F = F^{j_1 \cdots j_{\ell}}_{i_1 \cdots i_k} \partial_{j_1} \otimes \cdots \otimes \partial_{j_{\ell}} \otimes dx^{i_1} \otimes \cdots \otimes dx^{i_k}. \]

The local trivialisation \( \phi : \pi^{-1}(U) \rightarrow U \times \mathbb{R}^{n+k+\ell} \) is given by

\[ \phi : T^k_{\ell}(T_p M) \ni F \mapsto (p, F^{j_1 \cdots j_{\ell}}_{i_1 \cdots i_k}). \]

1.3.4 Dual Bundles. If \( E \) is a vector bundle over \( M \), the dual bundle \( E^* \) is the bundle whose fibres are the dual spaces of the fibres of \( E \):

\[ E^* = \{(p, \omega) : \omega \in E^*_p \}. \]

If \((\xi_i)\) is a local frame for \( E \) over an open set \( U \subset M \), then the map \( \phi : \pi^{-1}_E(U) \rightarrow U \times \mathbb{R}^k \) defined by \((p, \omega) \mapsto (p, \omega(\xi_1(p)), \ldots, \omega(\xi_k(p)))\) is a local trivialisation of \( E^* \) over \( U \). The corresponding local frame for \( E^* \) is given by the sections \( \theta^i \) defined by \( \theta^i(\xi_j) = \delta^i_j \).

1.3.5 Tensor Products of Bundles. If \( E_1, \ldots, E_k \) are vector bundles over \( M \), the tensor product \( E_1 \otimes \cdots \otimes E_k \) is the vector bundle whose fibres are the tensor products \((E_1)_p \otimes \cdots \otimes (E_k)_p \). If \( U \) is an open set in \( M \) and \( \{\xi_i \subset U : 1 \leq i \leq n_j \} \) is a local frame for \( E_j \) over \( U \) for \( j = 1, \ldots, k \), then \( \{\xi_i^1 \otimes \cdots \otimes \xi_i^k : 1 \leq i_j \leq n_j, 1 \leq j \leq k \} \) forms a local frame for \( E_1 \otimes \cdots \otimes E_k \). Taking tensor products commutes with taking duals (in the sense of Section 1.3.4) and is associative. That is, \( E_1^* \otimes E_2^* \simeq (E_1 \otimes E_2)^* \) and \( (E_1 \otimes E_2) \otimes E_3 \simeq E_1 \otimes (E_2 \otimes E_3) \).
1.3.6 A Test for Tensorality. Let \( E_1, \ldots, E_k \) be vector bundles over \( M \). Given a tensor field \( F \in \Gamma(E_1^* \otimes \cdots \otimes E_k^*) \) and sections \( X_i \in \Gamma(E_i) \), Proposition 1.8 implies that the function on \( U \) defined by

\[
F(X_1, \ldots, X_k) : p \mapsto F_p(X_1|_p, \ldots, X_k|_p),
\]

is smooth, so that \( F \) induces a mapping \( F : \Gamma(E_1) \times \cdots \times \Gamma(E_k) \to C^\infty(M) \). It can easily be seen that this map is multilinear over \( C^\infty(M) \) in the sense that

\[
F(f_1 X_1, \ldots, f_k X_k) = f_1 \cdots f_k F(X_1, \ldots, X_k)
\]

for any \( f_i \in C^\infty(M) \) and \( X_i \in \Gamma(E_i) \). In fact the the converse holds as well.

**Proposition 1.19 (Tensor Test).** For vector bundles \( E_1, \ldots, E_k \) over \( M \), the mapping \( F : \Gamma(E_1) \times \cdots \times \Gamma(E_k) \to C^\infty(M) \) is a tensor field, i.e. \( F \in \Gamma(E_1^* \otimes \cdots \otimes E_k^*) \), if and only if \( F \) is multilinear over \( C^\infty(M) \).

By Lemma 1.18 we also have:

**Proposition 1.20 (Bundle Valued Tensor Test).** For vector bundles \( E_0, E_1, \ldots, E_k \) over \( M \), the mapping \( F : \Gamma(E_1) \times \cdots \times \Gamma(E_k) \to \Gamma(E_0) \) is a tensor field, i.e. \( F \in \Gamma(E_1^* \otimes \cdots \otimes E_k^* \otimes E_0) \), if and only if \( F \) is multilinear over \( C^\infty(M) \).

**Remark 1.21.** This proposition leaves one to interpret

\[
F \in \Gamma(E_1^* \otimes \cdots \otimes E_k^* \otimes E_0)
\]

as an \( E_0 \)-valued tensor acting on \( E_1 \otimes \cdots \otimes E_k \).

The importance of Propositions 1.19 and 1.20 is that it allows one to work with tensors without referring to their pointwise attributes. For example, the metric \( g \) on \( M \) (as we shall see) can be consider as a pointwise inner product \( g_p : T_pM \times T_pM \to \mathbb{R} \) that smoothly depends on its base point. By our identification we can also think of this tensor as a map

\[
g : \mathcal{X}(M) \times \mathcal{X}(M) \to C^\infty(M).
\]

Therefore if \( X, Y \) and \( Z \) are vector fields, \( g(X, Y) \in C^\infty(M) \) and so by Remark 1.10 we also have \( Zg(X, Y) \in C^\infty(M) \).

1.4 Metric Tensors

An inner product on a vector space allows one to define lengths of vectors and angles between them. Riemannian metrics bring this structure onto the tangent space of a manifold.
1.4.1 Riemannian Metrics. A Riemannian metric $g$ on a manifold $M$ is a symmetric positive definite $(2,0)$-tensor field (i.e. $g \in \Gamma(\text{Sym}^2T^*M)$ and $g_p$ is an inner product for each $p \in M$). A manifold $M$ together with a given Riemannian metric $g$ is called a Riemannian manifold $(M, g)$.

In local coordinates $(x^i)$, $g = g_{ij}dx^i \otimes dx^j$. The archetypical Riemannian manifold is $(\mathbb{R}^n, \delta_{ij})$. As the name suggests, the concept of the metric was first introduced by Bernhard Riemann in his 1854 habilitation dissertation.

1.4.1.1 Geodesics. We want to think of geodesics as length minimising curves. From this point of view, we seek to minimise the length functional

$$L(\gamma) = \int_0^1 \|\dot{\gamma}(t)\|_g dt$$

amongst all curves $\gamma : [0, 1] \to M$. There is also a natural ‘energy’ functional:

$$E(\gamma) = \frac{1}{2} \int_0^1 \|\dot{\gamma}(t)\|^2_g dt.$$ 

As $L(\gamma)^2 \leq 2E(\gamma)$, for any smooth curve $\gamma : [0, 1] \to M$, the problem of minimising $L(\gamma)$ amongst all smooth curves $\gamma$ is equivalent to minimising $E(\gamma)$. By doing so we find:

**Theorem 1.22.** The Euler-Lagrange equations for the energy functional are

$$\ddot{\gamma}^i(t) + \Gamma^i_{jk}(\gamma(t)) \dot{\gamma}^j(t) \dot{\gamma}^k(t) = 0,$$

where the connection coefficients $\Gamma^i_{jk}$ are given by (1.9).

Hence any smooth curve $\gamma : [0, 1] \to M$ satisfying (1.2) is called a geodesic. By definition they are critical points of the energy functional. Moreover, by the Picard-Lindelöf theorem we recall:

**Lemma 1.23 (Short-Time Existence of Geodesics).** Suppose $(M, g)$ is a Riemannian manifold. Let $p \in M$ and $v \in T_pM$ be given. Then there exists $\varepsilon > 0$ and precisely one geodesic $\gamma : [0, \varepsilon] \to M$ with $\gamma(0) = p$, $\dot{\gamma}(0) = v$ and $\gamma$ depends smoothly on $p$ and $v$.

1.4.2 The Product Metric. If $(M_1, g^{(1)})$ and $(M_2, g^{(2)})$ are two Riemannian manifolds then, by the natural identification $T_{(p_1, p_2)}M_1 \times M_2 \simeq T_{p_1}M_1 \oplus T_{p_2}M_2$, there is a canonical Riemannian metric $g = g^{(1)} \oplus g^{(2)}$ on $M_1 \times M_2$ defined by

$$g_{(p_1, p_2)}(u_1 + u_2, v_1 + v_2) = g^{(1)}_{p_1}(u_1, u_2) + g^{(2)}_{p_2}(v_1, v_2),$$

where $u_1, u_2 \in T_{p_1}M_1$ and $v_1, v_2 \in T_{p_2}M_2$. If $\dim M_1 = n$ and $\dim M_2 = m$, the product metric, in local coordinates $(x^1, \ldots, x^{n+m})$ about $(p_1, p_2)$, is the block diagonal matrix:
1.4 Metric Tensors

\[(g_{ij}) = \begin{pmatrix} g_{ij}^{(1)} \\ g_{ij}^{(2)} \end{pmatrix} \]

where \((g_{ij}^{(1)})\) is an \(n \times n\) block and \((g_{ij}^{(2)})\) is an \(m \times m\) block.

1.4.3 Metric Contractions. As the Riemannian metric \(g\) is non-degenerate, there is a canonical \(g\)-dependent isomorphism between \(TM\) and \(T^*M\).[3] By using this it is possible to take tensor contractions over two indices that are either both vectors or covectors.

For example, if \(h\) is a symmetric \((2,0)\)-tensor on a Riemannian manifold then \(h^\sharp\) is a \((1,1)\)-tensor. In which case the trace of \(h\) with respect to \(g\), denoted by \(\text{tr}_g h\), is

\[\text{tr}_g h = \text{tr} h^\sharp = h_i^i = g^{ij} h_{ij}.\]

Equivalently one could also write

\[\text{tr}_g h = \text{tr}_13 \text{ tr}_{24} g^{-1} \otimes h = (g^{-1} \otimes h)(dx^i, dx^j, \partial_i, \partial_j) = g^{ij} h_{ij}.\]

1.4.4 Metrics on Bundles. A metric \(g\) on a vector bundle \(\pi : E \to M\) is a section of \(E^* \otimes E^*\) such that at each point \(p\) of \(M\), \(g_p\) is an inner product on \(E_p\) (that is, \(g_p\) is symmetric and positive definite for each \(p\); \(g_p(\xi, \eta) = g_p(\eta, \xi)\) for all \(\xi, \eta \in E_p\); \(g_p(\xi, \xi) \geq 0\) for all \(\xi \in E_p\), and \(g_p(\xi, \xi) = 0 \Rightarrow \xi = 0\).

A metric on \(E\) defines a bundle isomorphism \(\iota_g : E \to E^*\) given by \(\iota_g(\xi) : \eta \mapsto g_p(\xi, \eta)\) for all \(\xi, \eta \in E_p\).

1.4.5 Metric on Dual Bundles. If \(g\) is a metric on \(E\), there is a unique metric on \(E^*\) (also denoted \(g\)) such that \(\iota_g\) is a bundle isometry:

\[g(\iota_g(\xi), \iota_g(\eta)) = g(\xi, \eta)\]

for all \(\xi, \eta \in E_p\); or equivalently \(g(\omega, \sigma) = g(\iota_g^{-1} \omega, \iota_g^{-1} \sigma)\) for all \(\omega, \sigma \in E_p^* = (E_p)^*\).

1.4.6 Metric on Tensor Product Bundles. If \(g_1\) is a metric on \(E_1\) and \(g_2\) is a metric on \(E_2\), then

\[g = g_1 \otimes g_2 \in \Gamma((E_1^* \otimes E_1^*) \otimes (E_2^* \otimes E_2^*)) \simeq \Gamma((E_1 \otimes E_2)^* \otimes (E_1 \otimes E_2)^*)\]

is the unique metric on \(E_1 \otimes E_2\) such that

\[g(\xi_1 \otimes \eta_1, \xi_2 \otimes \eta_2) = g_1(\xi_1, \xi_2)g_2(\eta_1, \eta_2).\]

---

[3] Specifically, the isomorphism \(\sharp : T^*M \to TM\) sends a covector \(\omega\) to \(\omega^\sharp = \omega^i \partial_i = g^{ij} \omega_j \partial_i\), and \(\flat : TM \to T^*M\) sends a vector \(X\) to \(X^\flat = X_i dx^i = g_{ij} X^j dx^i\).
The construction of metrics on tensor bundles now follows. It is well-defined since the metric constructed on a tensor product of dual bundles agrees with that constructed on the dual bundle of a tensor product.

Example 1.24. Given tensors $S, T \in \mathcal{T}_k^\ell(M)$, the inner product, denoted by $\langle \cdot, \cdot \rangle$, at $p$ is

$$
\langle S, T \rangle = g^{a_1b_1} \cdots g^{a_kb_k} g_{i_1j_1} \cdots g_{i_\ell j_\ell} S_{a_1 \cdots a_k}^{i_1 \cdots i_\ell} T_{b_1 \cdots b_k}^{j_1 \cdots j_\ell}.
$$

1.5 Connections

Connections provide a coordinate invariant way of taking directional derivatives of vector fields. In $\mathbb{R}^n$, the derivative of a vector field $X = X^i e_i$ in direction $v$ is given by $D_v X = v(X^i) e_i$. Simply put, $D_v$ differentiates the coefficient functions $X^i$ and thinks of the basis vectors $e_i$ as being held constant. However there is no canonical way to compare vectors from different vector spaces, hence there is no natural coordinate invariant analogy applicable to abstract manifolds.

To circumnavigate this, we impose an additional structure — in the form of a connection operator — that provides a way to ‘connect’ these tangent spaces.

Our method here is to directly specify how a connection acts on elements of $\Gamma(E)$ as a module over $C^\infty(M)$. They are of central importance in modern geometry largely because they allow a comparison between the local geometry at one point and the local geometry at another point.

Definition 1.25. A connection $\nabla$ on a vector bundle $E$ over $M$ is a map

$$
\nabla : \mathcal{T}(M) \times \Gamma(E) \to \Gamma(E),
$$

written as $(X, \sigma) \mapsto \nabla_X \sigma$, that satisfies the following properties:

1. $\nabla$ is $C^\infty(M)$-linear in $X$:

$$
\nabla_{f_1 X_1 + f_2 X_2} \sigma = f_1 \nabla_{X_1} \sigma + f_1 \nabla_{X_2} \sigma
$$

2. $\nabla$ is $\mathbb{R}$-linear in $\sigma$:

$$
\nabla_X (\lambda_1 \sigma_1 + \lambda_2 \sigma_2) = \lambda_1 \nabla_X \sigma_1 + \lambda_2 \nabla_X \sigma_2
$$

and $\nabla$ satisfies the product rule:

---

4 There is however another generalisation of directional derivatives which is canonical: the Lie derivative. The Lie derivative evaluates the change of one vector field along the flow of another vector field. Thus, one must know both vector fields in an open neighbourhood. The covariant derivative on the other hand only depends on the vector direction at a single point, rather than a vector field in an open neighbourhood of a point. In other words, the covariant derivative is linear over $C^\infty(M)$ in the direction argument, while the Lie derivative is $C^\infty(M)$-linear in neither argument.
\[ \nabla_X (f\sigma) = (Xf)\sigma + f\nabla_X \sigma \]

We say \( \nabla_X \sigma \) is the covariant derivative of \( \sigma \) in the direction \( X \).

**Remark 1.26.** Equivalently, we could take the connection to be

\[ \nabla : \Gamma(E) \to \Gamma(T^*M \otimes E) \]

which is linear and satisfies the product rule. For if \( \sigma \in \Gamma(E) \) then \( \nabla\sigma \in \Gamma(T^*M \otimes E) \), where \( (\nabla\sigma)(X) = \nabla_X \sigma \) is \( C^\infty(M) \)-linear in \( X \) by Property 1 of Definition 1.25. Thus Proposition 1.20 implies that \( \nabla\sigma : \Gamma(TM) \to \Gamma(E) \) is an \( E \)-valued tensor acting on \( TM \).

For a connection \( \nabla \) on the tangent bundle, we define the connection coefficients or Christoffel symbols of \( \nabla \) in a given set of local coordinates \( (x^i) \) by defining

\[ \Gamma^k_{ij} = dx^k (\nabla_{\partial_i} \partial_j) \]

or equivalently,

\[ \nabla_{\partial_i} \partial_j = \Gamma^k_{ij} \partial_k. \]

More generally, the connection coefficients of a connection \( \nabla \) on a bundle \( E \) can be defined with respect to a given local frame \( \{\xi^\alpha\} \) for \( E \) by the equation

\[ \nabla_{\partial_i} \xi^\alpha = \Gamma^\beta_{i\alpha} \xi^\beta. \]

### 1.5.1 Covariant Derivative of Tensor Fields.

In applications one is often interested in computing the covariant derivative on the tensor bundles \( T^k \ell M \). This is a special case of a more general construction (see Section 1.5.3).

**Proposition 1.27.** Given a connection \( \nabla \) on \( TM \), there is a unique connection on the tensor bundle, also denoted by \( \nabla \), that satisfies the following properties:

1. On \( TM \), \( \nabla \) agrees with the given connection.
2. On \( C^\infty(M) = T^0M \), \( \nabla \) is the action of a vector as a derivation:

\[ \nabla_X f = Xf, \]

for any smooth function \( f \).
3. \( \nabla \) obeys the product rule with respect to tensor products:

\[ \nabla_X (F \otimes G) = (\nabla_X F) \otimes G + F \otimes (\nabla_X G), \]

for any tensors \( F \) and \( G \).
4. \( \nabla \) commutes with all contractions:

\[ \nabla_X (\text{tr } F) = \text{tr } (\nabla_X F), \]

for any tensor \( F \).
Example 1.28. We compute the covariant derivative of a 1-form \( \omega \) with respect to the vector field \( X \). Since \( \text{tr} \, dx^j \otimes \partial_i = \delta^j_i \), \( \nabla_X (\text{tr} \, dx^j \otimes \partial_i) = 0 \). Thus \( (\nabla_X dx^j)(\partial_i) = -dx^j(\nabla_X \partial_i) \) and so

\[
(\nabla_X \omega)(\partial_k) = \nabla_X \omega_k + \omega_j (\nabla_X dx^j)(\partial_k) = \nabla_X \omega_k - \omega_j dx^j(\nabla_X \partial_i) = X^i \partial_i \omega_k - \omega_j X^i \Gamma^j_{ik}.
\]

Therefore \( \nabla_X \omega = (X^i \partial_i \omega_k - \omega_j X^i \Gamma^j_{ik}) dx^k \).

In general we have the following useful formulæ.

**Proposition 1.29.** For any tensor field \( F \in \mathcal{T}_k^\ell(M) \), vector fields \( Y_i \) and 1-forms \( \omega^j \) we have

\[
(\nabla_X F)(\omega^1, \ldots, \omega^\ell, Y_1, \ldots, Y_k) = X(F(\omega^1, \ldots, \omega^\ell, Y_1, \ldots, Y_k))
- \sum_{j=1}^\ell F(\omega^1, \ldots, \nabla_X \omega^j, \ldots, \omega^\ell, Y_1, \ldots, Y_k)
- \sum_{i=1}^k F(\omega^1, \ldots, \omega^\ell, Y_1, \ldots, \nabla_X Y_i, \ldots, Y_k).
\]

**Proof.** By (1.1) we have

\[
\text{tr} \left( F \otimes \omega^1 \otimes \cdots \otimes \omega^\ell \otimes Y_1 \otimes \cdots \otimes Y_k \right) = \omega_{i_1} \cdots \omega_{i_k} F^{i_1 \cdots i_k} Y_{j_1} \cdots Y_{j_k} = F(\omega^1, \ldots, \omega^\ell, Y_1, \ldots, Y_k).
\]

Thus by Proposition 1.27

\[
\nabla_X(F(\omega^1, \ldots, \omega^\ell, Y_1, \ldots, Y_k))
= \text{tr} \left[ (\nabla_X F) \otimes \omega^1 \otimes \cdots \otimes Y_k + F \otimes (\nabla_X \omega^1) \otimes \cdots \otimes Y_k 
+ \cdots + F \otimes \omega^1 \otimes \cdots \otimes (\nabla_X Y_k) \right]
= (\nabla_X F)(\omega^1, \ldots, \omega^\ell, Y_1, \ldots, Y_k) + F(\nabla_X \omega^1, \ldots, \omega^\ell, Y_1, \ldots, Y_k) 
+ \cdots + F(\omega^1, \ldots, \omega^\ell, Y_1, \ldots, \nabla_X Y_k). \quad \square
\]

As the covariant derivative is \( C^\infty(M) \)-linear over \( X \), we define \( \nabla F \in \Gamma(\otimes^{k+1}T^*M \otimes^\ell TM) \) by

\[
(\nabla F)(X, Y_1, \ldots, Y_k, \omega^1, \ldots, \omega^\ell) = \nabla_X F(Y_1, \ldots, Y_k, \omega^1, \ldots, \omega^\ell),
\]

for any \( F \in \mathcal{T}_k^\ell(M) \). Hence (in this case) \( \nabla \) is an \( \mathbb{R} \)-linear map \( \nabla : \mathcal{T}_k^\ell(M) \to \mathcal{T}_{k+1}^{\ell+1}(M) \) that takes a \((k, \ell)\)-tensor field and gives a \((k+1, \ell)\)-tensor field.
The Second Covariant Derivative of Tensor Fields. By utilising the results of the previous section, we can make sense of the second covariant derivative $\nabla^2$.

To do this, suppose the vector bundle $E = T^k M$ with associated connection $\nabla$. By Remark 1.26, if $F \in \Gamma(E)$ then $\nabla F \in \Gamma(T^*M \otimes E)$ and so $\nabla^2 F \in \Gamma(T^*M \otimes T^*M \otimes E)$. Therefore, for any vector fields $X, Y$ we find that

$$(\nabla^2 F)(X, Y) = (\nabla_X (\nabla F))(Y)$$
$$(\nabla^2 F)(X, Y) = \nabla_X ((\nabla F)(Y)) - (\nabla F)(\nabla_X Y)$$
$$(\nabla^2 F)(X, Y) = \nabla_X (\nabla_Y F) - (\nabla \nabla_{X, Y} F).$$

(1.4)

Example 1.30. If $f \in C^\infty(M)$ is a $(0, 0)$-tensor, then $\nabla^2 f$ is a $(2, 0)$-tensor. In local coordinates:

$$\nabla_{\partial_i, \partial_j}^2 f = (\nabla_{\partial_i} (\nabla f)) (\partial_j)$$
$$\nabla_{\partial_i, \partial_j}^2 f = \partial_i ((\nabla f)(\partial_j)) - (\nabla f)(\nabla_{\partial_i} \partial_j)$$
$$\nabla_{\partial_i, \partial_j}^2 f = \partial_i (\partial_j f) - (\nabla f)(\Gamma_{kj}^i \partial_k)$$
$$\nabla_{\partial_i, \partial_j}^2 f = \partial_i \partial_j f - \Gamma_{ij}^k \nabla \partial_k f$$
$$\nabla_{\partial_i, \partial_j}^2 f = \frac{\partial^2 f}{\partial x^j \partial x^k} - \Gamma_{ij}^k \frac{\partial f}{\partial x^k}.\tag{1.5}$$

In general equation (1.4) amounts to the following useful formula:

Proposition 1.31. If $\nabla$ is a connection on $TM$, then

$$\nabla_Y \nabla_X = \nabla_Y \circ \nabla_X - \nabla_{\nabla_Y X} : \mathcal{T}^k_{\ell}(M) \to \mathcal{T}^k_{\ell}(M)$$

where $X, Y \in \mathcal{T}(M)$ are given vector fields.

1.5.2.1 Notational Convention. It is important to note that we interpret

$$\nabla_X \nabla_Y F = \nabla^2_{X, Y} F = (\nabla \nabla F)(X, Y, \cdots) = (\nabla_X (\nabla F))(Y, \cdots),$$

whenever no brackets are specified; this is differs from $\nabla_X (\nabla_Y F)$ with brackets (ref. [KN96, pp. 124-5]). Furthermore, for notational simplicity we often write $\nabla_{\partial_p}$ as just $\nabla_p$ and $(\nabla_{\partial_p} F)(dx^{i_1}, \ldots, dx^{i_\ell}, \partial_{j_1}, \ldots, \partial_{j_k})$ simply as $\nabla_p F_{i_1 \cdots i_\ell | j_1 \cdots j_k}$.

1.5.2.2 The Hessian. We define the Hessian of $f \in C^\infty(M)$ to be

$$\text{Hess}(f) = \nabla df.$$

When applied to vector fields $X, Y \in \mathcal{T}(M)$, we find that $\text{Hess}(f)(X, Y) = (\nabla df)(X, Y) = \nabla^2_{X, Y} f$. Also note that the Hessian is symmetric precisely when the connection is symmetric (see Example 1.30).
1.5.3 Connections on Dual and Tensor Product Bundles. So far we have looked at the covariant derivative on the tensor bundle $\otimes^k T^*M \otimes \otimes^\ell TM$. In fact much of the same structure works on a general vector bundle as well.

**Proposition 1.32.** If $\nabla$ is a connection on $E$, then there is a unique connection on $E^*$, also denoted by $\nabla$, such that

$$X(\omega(\xi)) = (\nabla_X \omega)(\xi) + \omega(\nabla_X \xi)$$

for any $\xi \in \Gamma(E)$, $\omega \in \Gamma(E^*)$ and $X \in \mathcal{X}(M)$.

**Proposition 1.33.** If $\nabla^{(i)}$ is a connection on $E_i$ for $i = 1, 2$, then there is a unique connection $\nabla$ on $E_1 \otimes E_2$ such that

$$\nabla_X (\xi_1 \otimes \xi_2) = (\nabla_X^{(1)} \xi_1) \otimes \xi_2 + \xi_1 \otimes (\nabla_X^{(2)} \xi_2)$$

for all $X \in \mathcal{X}(M)$ and $\xi_i \in \Gamma(E_i)$.

Propositions 1.32 and 1.33 define a canonical connection on any tensor bundle constructed from $E$ by taking duals and tensor products. In particular, if $S \in \Gamma(E_1^* \otimes E_2)$ is an $E_2$-valued tensor acting on $E_1$, then $\nabla S \in \Gamma(T^*M \otimes E_1^* \otimes E_2)$ is given by

$$\nabla_X S(\xi) = E_2 \nabla_X (S(\xi)) - S(E_1 \nabla_X \xi) \quad (1.7)$$

where $\xi \in \Gamma(E_1)$ and $X \in \mathcal{X}(M)$.

Moreover if we also have a connection $\widehat{\nabla}$ on $TM$, then $\nabla^2 S \in \Gamma(T^*M \otimes T^*M \otimes E_1^* \otimes E_2)$ — since we can construct this connection from the connections on $TM$, $E_1$ and $E_2$ by taking duals and tensor products. Explicitly,

$$(\nabla^2 S)(X,Y,\xi) = E_2 \nabla_X \left((\nabla_Y S)(\xi) - (\nabla_{\xi} Y)S(\xi) - (\nabla_Y S)(E_1 \nabla_X \xi)\right)$$

$$= (\nabla_X (\nabla_Y S))(\xi) - (\nabla_{\xi} Y)S(\xi) \quad (1.8)$$

where $X,Y \in \mathcal{X}(M)$ and $\xi \in \Gamma(E_1)$.

1.5.4 The Levi-Civita Connection. When working on a Riemannian manifold, it is desirable to work with a particular connection that reflects the geometric properties of the metric. To do so, one needs the notions of compatibility and symmetry.

**Definition 1.34.** A connection $\nabla$ on a vector bundle $E$ is said to be compatible with a metric $g$ on $E$ if for any $\xi, \eta \in \Gamma(E)$ and $X \in \mathcal{X}(M)$,

$$X(g(\xi, \eta)) = g(\nabla_X \xi, \eta) + g(\xi, \nabla_X \eta).$$

Moreover, if $\nabla$ is compatible with a metric $g$ on $E$, then the induced connection on $E^*$ is compatible with the induced metric on $E^*$. Also, if the
connections on two vector bundles are compatible with given metrics, then the connection on the tensor product is compatible with the tensor product metric.

Unfortunately compatibility by itself is not enough to determine a unique connection. To get uniqueness we also need the connection to be symmetric.

**Definition 1.35.** A connection ∇ on TM is symmetric if its torsion vanishes\(^5\). That is, if \( \nabla_X Y - \nabla_Y X = [X, Y] \) or equivalently \( \Gamma^k_{ij} = \Gamma^k_{ji} \).

We can now state the fundamental theorem of Riemannian geometry.

**Theorem 1.36.** Let \((M, g)\) be a Riemannian manifold. There exists a unique connection ∇ on TM which is symmetric and compatible with g. This connection is referred to as the Levi-Civita connection of g.

The reason why this connection has been anointed the Riemannian connection is that the symmetry and compatibility conditions are invariantly defined natural properties that force the connection to coincide with the tangential connection, whenever \( M \) is realised as a submanifold of \( \mathbb{R}^n \) with the induced metric (which is always possible by the Nash embedding).

**Proposition 1.37.** In local coordinate \((x^i)\), the Christoffel symbols of the Levi-Civita connection are given by

\[
\Gamma^k_{ij} = \frac{1}{2} g^{k\ell} (\partial_j g_{i\ell} + \partial_i g_{j\ell} - \partial_{\ell} g_{ij}).
\] (1.9)

### 1.6 Connection Laplacian

In its simplest form, the Laplacian \( \Delta \) of \( f \in C^\infty(M) \) is defined by \( \Delta f = \text{div} \text{grad} f \). In fact, the Laplacian can be extended to act on tensor bundles over a Riemannian manifold \((M, g)\). The resulting differential operator is referred to as the connection Laplacian. Note that there are a number of other second-order, linear, elliptic differential operators bearing the name Laplacian which have alternative definitions.

**Definition 1.38.** For any tensor field \( F \in \mathcal{T}_k^\ell(M) \), the connection Laplacian

\[
\Delta F = \text{tr}_g \nabla^2 F
\] (1.10)

is the trace of the second covariant derivative with the metric \( g \).

Explicitly,

\[
(\Delta F)^{j_1 \cdots j_\ell}_{i_1 \cdots i_k} = (\text{tr}_g \nabla^2 F)^{j_1 \cdots j_\ell}_{i_1 \cdots i_k} = (\text{tr}_{13} \text{tr}_{24} g^{-1} \otimes \nabla^2 F)^{j_1 \cdots j_\ell}_{i_1 \cdots i_k} = g^{pq}(\nabla_{\partial_p} \nabla_{\partial_q} F)(\partial_{j_1}, \ldots, \partial_{j_\ell}, dx^{i_1}, \ldots, dx^{i_k}).
\]

\(^5\) The torsion \( \tau \) of \( \nabla \) is defined by \( \tau(X, Y) = \nabla_X Y - \nabla_Y X - [X, Y] \). \( \tau \) is a \((2, 1)\)-tensor field since \( \nabla F(gY) - \nabla(gY) F X - [F X, gY] = fg(\nabla_X Y - \nabla_Y X - [X, Y]) \).
Example 1.39. If the tensor bundle is $T^0M = C^\infty(M)$, then (1.5) implies that

$$\Delta f = g^{ij} \nabla_{\partial_i} \nabla_{\partial_j} f = g^{ij} \left( \frac{\partial^2 f}{\partial x^i \partial x^j} - R^k_{ij} \frac{\partial f}{\partial x^k} \right).$$

1.7 Curvature

We introduce the curvature tensor as a purely algebraic object that arises from a connection on a vector bundle. From this we will look at the curvature on specific bundle structures.

1.7.1 Curvature on Vector Bundles.

Definition 1.40. Let $E$ be a vector bundle over $M$. If $\nabla$ is a connection on $E$, then the curvature of the connection $\nabla$ on the bundle $E$ is the section $R_{\nabla} \in \Gamma(T^*M \otimes T^*M \otimes E^* \otimes E)$ defined by

$$R_{\nabla}(X,Y)\xi = \nabla_Y (\nabla_X \xi) - \nabla_X (\nabla_Y \xi) + \nabla_{[X,Y]} \xi. \quad (1.11)$$

In the literature, there is much variation in the sign convention; some define the curvature to be of opposite sign to ours.

1.7.2 Curvature on Dual and Tensor Product Bundles. The curvature on a dual bundle $E^*$, with respect to the dual connection, is characterised by the formula

$$0 = (R(X,Y)\omega)(\xi) + \omega(R(X,Y)\xi)$$

for all $X,Y \in \mathfrak{X}(M)$, $\omega \in \Gamma(E^*)$ and $\xi \in \Gamma(E)$.

The curvature on a tensor product bundle $E_1 \otimes E_2$, with connection $\nabla$ given by Proposition 1.33 can be computed in terms of the curvatures on each of the factors by the formula

$$R_{\nabla}(X,Y)(\xi_1 \otimes \xi_2) = (R^{(1)}_{\nabla}(X,Y)\xi_1) \otimes \xi_2 + \xi_1 \otimes (R^{(2)}_{\nabla}(X,Y)\xi_2),$$

where $X,Y \in \mathfrak{X}(M)$ and $\xi_i \in \Gamma(E_i)$, $i = 1, 2$.

Example 1.41. Of particular interest, the curvature on $E_1^* \otimes E_2$ ($E_2$-valued tensors acting on $E_1$) is given by

$$(R(X,Y)S)(\xi) = R^{(2)}_{\nabla}(X,Y)(S(\xi)) - S(R^{(1)}_{\nabla}(X,Y)\xi), \quad (1.12)$$

where $S \in \Gamma(E_1^* \otimes E_2)$, $\xi \in \Gamma(E_1)$ and $X,Y \in \mathfrak{X}(M)$. 
1.7.3 Curvature on the Tensor Bundle. One of the most important applications is the curvature of the tensor bundle. By (1.11) and Section 1.5.1, we have the following:

**Proposition 1.42.** Let $R$ be the curvature on the $(k, \ell)$-tensor bundle. If $F, G \in \mathcal{T}_k^\ell(M)$ are tensors, then

\[
R(X, Y)(\text{tr } F) = \text{tr } (R(X, Y)F)
\]

\[
R(X, Y)(F \otimes G) = (R(X, Y)F) \otimes G + F \otimes (R(X, Y)G)
\]

for any vector fields $X$ and $Y$.

Moreover we also have the following important formulæ.

**Proposition 1.43.** Let $R$ be the curvature on the $(k, \ell)$-tensor bundle. If $F \in \mathcal{T}_k^\ell(M)$, then

\[
R(X, Y)(F(\omega^1, \ldots, \omega^\ell, Z_1, \ldots, Z_k)) = (R(X, Y)F)(\omega^1, \ldots, \omega^\ell, Z_1, \ldots, Z_k)
\]

\[
+ \sum_{j=1}^{\ell} F(\omega^1, \ldots, R(X, Y)\omega^j, \ldots, \omega^\ell, Z_1, \ldots, Z_k)
\]

\[
+ \sum_{i=1}^{k} F(\omega^1, \ldots, \omega^\ell, Z_1, \ldots, R(X, Y)Z_i, \ldots, Z_k)
\]

for any vector fields $X, Y, Z_i$ and 1-forms $\omega^j$.

**Proof.** Let the vector bundle $E = T^k_\ell M$, so for any $\xi \in \Gamma(E)$ we find that

\[
R(X, Y)(F(\xi)) = R(X, Y)(\text{tr } F \otimes \xi)
\]

\[
= \text{tr } [(R(X, Y)F) \otimes \xi + F \otimes (R(X, Y)\xi)]
\]

\[
= (R(X, Y)F)(\xi) + F(R(X, Y)\xi).
\]

As $\xi$ takes the form

\[
\xi = \omega^1 \otimes \cdots \otimes \omega^\ell \otimes Z_1 \otimes \cdots \otimes Z_k,
\]

a similar argument shows that $F(R(X, Y)\xi) = F(R(X, Y)\omega^1, \ldots, Z_k) + \cdots + F(\omega^1, \ldots, R(X, Y)Z_k)$ from which the result follows. □

**Proposition 1.44.** Let $R$ be the curvature on the $(k, \ell)$-tensor bundle. If the connection $\nabla$ on $TM$ is symmetric, then

\[
R(X, Y) = \nabla^2_{Y,X} - \nabla^2_{X,Y}
\]

and so $R(X, Y) : \mathcal{T}_k^\ell(M) \to \mathcal{T}_k^\ell(M)$. (1.13)
Proof. For any \((k,\ell)\)-tensor \(F\), we see by (1.6) that
\[
\nabla^2_{Y,X} F - \nabla^2_{X,Y} F = \nabla_Y (\nabla_X F) - \nabla_X (\nabla_Y F) + \nabla_{[X,Y]} F.
\]
\(\square\)

Example 1.45. The curvature of \(C^\infty(M) = T^0M\) vanishes since
\[
R(\partial_i, \partial_j)f = \nabla_{\partial_i}(\nabla_{\partial_j}f) - \nabla_{\partial_j}(\nabla_{\partial_i}f) + \nabla_{[\partial_i, \partial_j]}f = \partial_i \partial_j f - \partial_j \partial_i f = 0
\]
for any \(f \in C^\infty(M)\).

1.7.4 Riemannian Curvature. If \((M, g)\) is a Riemannian manifold, the curvature \(R \in \Gamma(\otimes^3 T^*M \otimes TM)\) of the Levi-Civita connection \(\nabla\) on \(TM\) is a \((3,1)\)-tensor field that, in local coordinates \((x^i)\), takes the form
\[
R = R^\ell_{ijk} \, dx^i \otimes dx^j \otimes dx^k \otimes \partial_\ell,
\]
where \(R(\partial_i, \partial_j) \partial_k = R^\ell_{ijk} \partial_\ell\). Accompanying this is the Riemann curvature tensor, also denoted by \(R\). It is a covariant \((4,0)\)-tensor field defined by
\[
R(X,Y,Z,W) = g(R(X,Y)Z,W)
\]
for all \(W, X, Y, Z \in \mathfrak{X}(M)\). In local coordinates \((x^i)\) it can be expressed as
\[
R = R^\ell_{ijk} \, dx^i \otimes dx^j \otimes dx^k \otimes dx^\ell,
\]
where \(R^\ell_{ijk} = g_{\ell p} R^p_{ijk}\).

Lemma 1.46. In local coordinates \((x^i)\), the curvature of the Levi-Civita connection can be expressed as follows:
\[
R^\ell_{ijk} = \partial_j \Gamma^\ell_{ik} - \partial_i \Gamma^\ell_{jk} + \Gamma^m_{ik} \Gamma^\ell_{jm} - \Gamma^m_{jk} \Gamma^\ell_{im}
\]
\[
R_{ijkl} = \frac{1}{2} (\partial_j \partial_k g_{\ell i} + \partial_i \partial_k g_{\ell j} - \partial_i \partial_j g_{\ell k} - \partial_j \partial_i g_{\ell k}) + g_{\ell p} (\Gamma^m_{ik} \Gamma^p_{jm} - \Gamma^m_{jk} \Gamma^p_{im})
\]

1.7.4.1 Symmetries of the Curvature Tensor. The curvature tensor possesses a number of important symmetry properties. They are:

(i) Antisymmetric in first two arguments: \(R_{ijk\ell} + R_{jik\ell} = 0\)
(ii) Antisymmetric in last two arguments: \(R_{ijk\ell} + R_{ji\ell k} = 0\)
(iii) Symmetry between the first and last pair of arguments: \(R_{ijk\ell} = R_{k\ell ij}\)

In addition to this, there are also the ‘cyclic’ Bianchi identities:

(iv) First Bianchi identity: \(R_{ijk\ell} + R_{jik\ell} + R_{kij\ell} = 0\)
(v) Second Bianchi identity: \(\nabla_m R_{ijk\ell} + \nabla_k R_{ij\ell m} + \nabla_\ell R_{ijm\ell} = 0\)
1.7.5 Ricci and Scalar Curvature. As the curvature tensor can be quite complicated, it is useful to consider various contractions that summarise some of the information contained in the curvature tensor. The first of these contractions is the **Ricci tensor**, denoted by Ric. It is defined as

\[
\text{Ric}(X,Y) = \text{tr}_g R(X, \cdot, Y, \cdot) = (\text{tr}_{14} \text{tr}_{26} g^{-1} \otimes R)(X,Y).
\]

In component form,

\[
\text{Ric}(\partial_i, \partial_j) = R_{ij} = R^{k}_{ikj} = g^{pq} R_{ipjq}.
\]

From the symmetry properties of \( R \) it is clear that Ric is symmetric.

A further trace of the Ricci tensor gives a scalar quantity called the **scalar curvature**, denoted by Scal:

\[
\text{Scal} = \text{tr}_g \text{Ric} = \text{Ric}^i_i = g^{ij} R_{ij}.
\]

It is important to note that if the curvature tensor is defined with opposite sign, the contraction is defined so that the Ricci tensor matches the one given here. Hence the Ricci tensor has the same meaning for everyone. By Lemma 1.46, the Ricci tensor can be expressed locally as follows.

**Lemma 1.47.** In local coordinates \((x^i)\), the Ricci tensor takes the form

\[
R_{ik} = \frac{1}{2} g^{j\ell} \left( \frac{\partial^2 g_{i\ell}}{\partial x^j \partial x^k} + \frac{\partial^2 g_{jk}}{\partial x^i \partial x^\ell} - \frac{\partial^2 g_{i\ell}}{\partial x^j \partial x^k} - \frac{\partial^2 g_{jk}}{\partial x^i \partial x^\ell} \right) + \Gamma^m_i \Gamma^j_m - \Gamma^m_j \Gamma^j_m.
\]

**1.7.5.1 Contraction Commuting with Covariant Derivative.** As we are working with a compatible connection, \(\nabla g \equiv 0\). Thus one can commute covariant derivatives with metric contractions.

**Proposition 1.48.** If \(\nabla\) is the Levi-Civita connection, then

\[
\nabla_k R_{ij} = g^{pq} \nabla_k R_{ipjq} \quad (1.14)
\]

\[
\nabla^2_{k,\ell} R_{ij} = g^{pq} \nabla^2_{k,\ell} R_{ipjq}. \quad (1.15)
\]

**Proof.** To show \((1.14)\), let \(X, Y, Z \in \mathcal{X}(M)\) so that

\[
(\nabla_Z \text{Ric})(X,Y) = (\nabla_Z (\text{tr} g^{-1} \otimes R))(X,Y)
\]

\[
= (\text{tr} \nabla_Z (g^{-1} \otimes R))(X,Y)
\]

\[
= (\text{tr} \nabla_Z g^{-1} \otimes R + \text{tr} g^{-1} \otimes \nabla_Z R)(X,Y)
\]

\[
= (\text{tr}_{14} \text{tr}_{26} g^{-1} \otimes \nabla_Z R)(X,Y)
\]

\[
= (\text{tr}_g \nabla_Z R)(X,\cdot,Y,\cdot).
\]

Similarly, to show \((1.15)\) note that
\[ \nabla^2 \text{Ric} = \nabla^2 (\text{tr} g^{-1} \otimes R) \]
\[ = \text{tr} \left( \nabla^2 g^{-1} \otimes R + 2 \nabla g^{-1} \otimes \nabla R + g^{-1} \otimes \nabla^2 R \right) \]
\[ = \text{tr} g^{-1} \otimes \nabla^2 R. \]

In later applications we will need the contracted second Bianchi identity:

\[ g^{jk} \nabla_k \text{Ric}_{ij} = \frac{1}{2} \nabla_i \text{Scal}. \] (1.16)

This follows easily from (1.14) and the second Bianchi identity, since

\[ 0 = g^{am} g^{bn} (\nabla_\ell R_{abmn} + \nabla_m R_{abn\ell} + \nabla_n R_{ab\ell m}) \]
\[ = g^{am} (\nabla_\ell \text{Ric}_{am} - \nabla_m \text{Ric}_{a\ell}) + g^{am} g^{bn} \nabla_n R_{ab\ell m} \]
\[ = \nabla_\ell \text{Ric}^a_a - g^{am} \nabla_m \text{Ric}_{a\ell} - g^{bn} \nabla_n R_{\ell m}^m \]
\[ = \nabla_\ell \text{Scal} - g^{am} \nabla_m \text{Ric}_{a\ell} - g^{bn} \nabla_n \text{Ric}_{\ell b} \]

from which (1.16) now follows.

### 1.7.6 Sectional Curvature

Suppose \((M, g)\) is a Riemannian manifold. If \(\Pi\) is a two-dimensional subspace of \(T_pM\), we define the **sectional curvature** \(K\) of \(\Pi\) to be

\[ K(\Pi) = R(e_1, e_2, e_1, e_2), \]

where \(\{e_1, e_2\}\) is an orthonormal basis for \(\Pi\). By a rotation or reflection in the plane, one can show \(K\) is independent of the choice of basis. We refer to the oriented plane generated from \(e_i\) and \(e_j\) by the notation \(e_i \wedge e_j\) (cf. Section C.3). Furthermore if \(\{u, v\}\) is any basis for the 2-plane \(\Pi\), one has

\[ K(u \wedge v) = \frac{R(u, v, u, v)}{|u|^2|v|^2 - g(u, v)^2}. \]

If \(U \subset T_pM\) is a neighbourhood of zero on which \(\exp_p\) is a diffeomorphism, then \(S_{\Pi} := \exp_p(\Pi \cap U)\) is a 2-dimensional submanifold of \(M\) containing \(p\), called the **plane of section** determined by \(\Pi\). That is, it is the surface swept out by geodesics whose initial tangent vectors lie in \(\Pi\). One can geometrically interpret the sectional curvature of \(M\) associated to \(\Pi\) to be the Gaussian curvature of the surface \(S_{\Pi}\) at \(p\) with the induced metric.

By computing the sectional curvature of the plane \(\frac{1}{2}(e_i + e_k) \wedge (e_j + e_\ell)\) one can show:
1.7 Curvature

**Proposition 1.49.** The curvature tensor $R$ is completely determined by the sectional curvature. In particular,

\[
R_{ijkl} = \frac{1}{3} K \left( \frac{(e_i + e_k) \wedge (e_j + e_\ell)}{2} \right) + \frac{1}{3} K \left( \frac{(e_i - e_k) \wedge (e_j - e_\ell)}{2} \right)
- \frac{1}{3} K \left( \frac{(e_j + e_k) \wedge (e_i + e_\ell)}{2} \right) - \frac{1}{3} K \left( \frac{(e_j - e_k) \wedge (e_i - e_\ell)}{2} \right)
- \frac{1}{6} K (e_j \wedge e_\ell) - \frac{1}{6} K (e_i \wedge e_k) + \frac{1}{6} K (e_i \wedge e_\ell) + \frac{1}{6} K (e_j \wedge e_k).
\]

One can also show that the scalar curvature $\text{Scal} = \text{Ric}^j_j = \sum_{j \neq k} K(e_j \wedge e_k)$, where $(e_i)$ is orthonormal basis for $T_pM$.

Each of the model spaces $\mathbb{R}^n$, $S^n$ and $\mathbb{H}^n$ has an isometry group that acts transitively on orthonormal frames, and so acts transitively on 2-planes in the tangent bundle. Therefore each has a constant sectional curvature — in the sense that the sectional curvatures are the same for all planes at all points.

It is well known that the Euclidean space $\mathbb{R}^n$ has constant zero sectional curvature (this is geometrically intuitive as each 2-plane section has zero Gaussian curvature). The sphere $S^n$ of radius 1 has constant sectional curvature equal to 1 and the hyperbolic space $\mathbb{H}^n$ has constant sectional curvature equal to $-1$.

**1.7.7 Berger’s Lemma.** A simple but important result is the so-called lemma of Berger [Ber60b, Sect. 6]. Following [Kar70], we show the curvature can be bounded whenever the sectional curvature is bounded from above and below. That is, if a Riemannian manifold $(M, \langle \cdot, \cdot \rangle)$ has sectional curvature bounds

\[
\delta = \min_{u, v \in T_pM} K(u \wedge v) \quad \text{and} \quad \Delta = \max_{u, v \in T_pM} K(u \wedge v),
\]

with the assumption that $\delta \geq 0$, we prove the following bounds on the curvature tensor:

**Lemma 1.50 (Berger).** For orthonormal $u, v, w, x \in T_pM$, one can bound the curvature tensor by

\[
|R(u, v, w, v)| \leq \frac{1}{2} (\Delta - \delta) \quad (1.17)
\]
\[
|R(u, v, w, x)| \leq \frac{2}{3} (\Delta - \delta). \quad (1.18)
\]

**Proof.** From the symmetries of the curvature tensor we find that:

\[
4R(u, v, w, v) = R(u + w, v, u + w, v) - R(u - w, v, u - w, v)
\]
\[
6R(u, v, w, x) = R(u, v + x, w, v + x) - R(u, v - x, w, v - x)
- R(v, u + x, w, u + x) + R(v, u - x, w, u - x).
\]
Using the definition of the sectional curvature together with the first identity gives

\[ |R(u, v, w, v)| = \frac{1}{4} |R(u + w, v, u + w, v) - R(u - w, v, u - w, v)| \]

\[ = \frac{1}{4} \left| K((u + w) \wedge v)(|u + w|^2|v|^2 - \langle u + w, v \rangle) - K((u - w) \wedge v)(|u - w|^2|v|^2 - \langle u - w, v \rangle) \right| \]

\[ = \frac{1}{2} \left| K((u + w) \wedge v) - K((u - w) \wedge v) \right| \]

\[ \leq \frac{1}{2} (\Delta - \delta) \]

which is identity (1.17). To prove (1.18), use the second identity and apply (1.17) to the four terms — whilst taking into consideration \(|v \pm x|^2 = |u \pm x|^2 = 2\), for orthonormal \(u, v, w\) and \(x\). □

1.8 Pullback Bundle Structure

Let \(M\) and \(N\) be smooth manifolds, let \(E\) be a vector bundle over \(N\) and \(f\) be a smooth map from \(M\) to \(N\).

**Definition 1.51.** The pullback bundle of \(E\) by \(f\), denoted \(f^*E\), is the smooth vector bundle over \(M\) defined by

\[ f^*E = \{(p, \xi) : p \in M, \xi \in E, \pi(\xi) = f(p) \} \]

If \(\xi_1, \ldots, \xi_k\) are a local frame for \(E\) near \(f(p) \in N\), then \(\Xi_i(p) = \xi_i(f(p))\) are a local frame for \(f^*E\) near \(p\).

**Lemma 1.52.** Pullbacks commute with taking duals and tensor products:

\[(f^*E)^* = f^*(E^*) \quad \text{and} \quad (f^*E_1) \otimes (f^*E_2) = f^*(E_1 \otimes E_2).\]

**1.8.1 Restrictions.** The restriction \(\xi_f \in \Gamma(f^*E)\) of \(\xi \in \Gamma(E)\) to \(f\) is defined by

\[ \xi_f(p) = \xi(f(p)) \in E_{f(p)} = (f^*E)_p, \]

for all points \(p \in M\).

**Example 1.53.** Suppose \(g\) is a metric on \(E\). Then \(g \in \Gamma(E^* \otimes E^*)\), and by restriction we obtain \(g_f \in \Gamma((f^*E)^* \otimes (f^*E)^*)\), which is a metric on \(f^*E\) (the ‘restriction of \(g\) to \(f\)’): If \(\xi, \eta \in (f^*E)_p = E_{f(p)}\), then \((g_f(p))(\xi, \eta) = (g(f(p)))(\xi, \eta)\).

**Remark 1.54.** In using this terminology one wants to distinguish the restriction of a tensor field on \(E\) (which is a section of a tensor bundle over \(f^*E\)) with the pullback of a tensor on the tangent bundle, which is discussed below. Thus the metric in the above example should not be called the ‘pullback metric’. Notice that we can restrict both covariant and contravariant tensors, in contrast to the situation with pullbacks.
1.8.2 Pushforwards. If \( f : M \to N \) is smooth, then for each \( p \in M \), we have the linear map \( f_\ast(p) : T_pM \to T_{f(p)}N = (f^\astTN)_p \). That is, \( f_\ast(p) \in T^*_pM \otimes (f^\astTN)_p \); so \( f_\ast \) is a smooth section of \( T^*M \otimes f^\astTN \). Given a section \( X \in \Gamma(TM) = \mathcal{X}(M) \), the pushforward of \( X \) is the section \( f_\ast X \in \Gamma(f^\astTN) \) given by applying \( f_\ast \) to \( X \).

1.8.3 Pullbacks of Tensors. By duality (combined with restriction) we can define an operation taking \((k,0)\)-tensors on \( N \) to \((k,0)\)-tensors on \( M \), which we call the pullback operation: If \( S \) is a \((k,0)\)-tensor on \( N \) (i.e. \( S \in \Gamma(\otimes^kT^*N) \)), then by restriction we have \( S_f \in \Gamma(\otimes^k(f^*T^*N)) \), and we define \( f^*S \in \Gamma(\otimes^kT^*M) \) by

\[
f^*S(X_1, \ldots, X_k) = S_f(f_\ast X_1, \ldots, f_\ast X_k)
\]

where \( X_i \) are vector fields on \( M \).

Example 1.55. If \( f \) is an embedding and \( g \) is a Riemannian metric on \( N \), then \( f^*g \) is the pullback metric on \( M \) (often called the ‘induced metric’).

This definition can be extended a little to include bundle-valued tensors: Suppose \( S \in \Gamma(\otimes^kT^*N \otimes E) \) is an \( E \)-valued \((k,0)\)-tensor field on \( N \). Then restriction gives \( S_f \in \Gamma(\otimes^k(f^*T^*N) \otimes f^*E) \), and we will denote by \( f^*S \) the \( f^*E \)-valued \( k \)-tensor on \( M \) defined by

\[
f^*S(X_1, \ldots, X_k) = S_f(f^*X_1, \ldots, f^*X_k).
\]

That is, the same formula as before except now both sides are \( f^*E \)-valued.

1.8.4 The Pullback Connection. Let \( \nabla \) be a connection on \( E \) over \( N \), and \( f : M \to N \) a smooth map.

Theorem 1.56. There is a unique connection \( f^\ast \nabla \) on \( f^*E \), referred to as the pullback connection, such that

\[
f^\ast \nabla_v(\xi_f) = \nabla_{f_\ast v} \xi
\]

for any \( v \in TM \) and \( \xi \in \Gamma(E) \).

Remark 1.57. To justify the term ‘pullback connection’: If \( \xi \in \Gamma(E) \), then \( \nabla \xi \in \Gamma(T^*N \otimes E) \), so the pullback gives

\[
f^\ast \nabla \xi := f^*(\nabla \xi) \in \Gamma(T^*M \otimes f^*E).
\]

To define \( f^\ast \nabla_v \xi \) for arbitrary \( \xi \in \Gamma(f^*E) \), we fix \( p \in M \) and choose a local frame \( \sigma_1, \ldots, \sigma_k \) about \( f(p) \) for \( E \). Then we can write \( \xi = \sum_{i=1}^k \xi^i(\sigma_i)_f \) with each \( \xi^i \) a smooth function defined near \( p \), so the rules for a connection together with the pullback connection condition give
\[
\begin{align*}
\xi^f \nabla_v \xi &= \xi^f \nabla_v (\xi^i (\sigma_i) f) \\
&= \xi^i \xi^f \nabla_v (\sigma_i) f + v(\xi^i) (\sigma_i) f \\
&= \xi^i \nabla_{f^* v \sigma_i} + v(\xi^i) (\sigma_i) f.
\end{align*}
\] (1.20)

Note that pullback connections on duals and tensor products of pullback bundles agree with those obtained by applying the previous constructions to the pullback bundles on the factors. There are two other important properties of the pullback connection:

**Proposition 1.58.** If \( g \) is a metric on \( E \) and \( \nabla \) is a connection on \( E \) compatible with \( g \), then \( f^* \nabla \) is compatible with the restriction metric \( g_f \).

**Proof.** As \( \nabla \) is compatible with \( g \) if and only if \( \nabla g = 0 \), we therefore must show that \( f^* \nabla g f = 0 \) if \( \nabla g = 0 \). However this is immediate, since \( f^* \nabla_v (g f) = \nabla_{f^* v} g = 0 \). \[\Box\]

**Proposition 1.59.** The curvature of the pullback connection is the pullback of the curvature of the original connection. That is,

\[
R_{f^* \nabla}(X,Y)\xi_f = (f^* R_{\nabla})(X,Y)\xi
\]

where \( X, Y \in \mathfrak{X}(M) \) and \( \xi \in \Gamma(E) \). Note that \( R_{\nabla} \in \Gamma(T^* N \otimes T^* N \otimes E^* \otimes E) \) here, so that

\[
f^* (R_{\nabla}) \in \Gamma(T^* M \otimes T^* M \otimes f^*(E^* \otimes E)) = \Gamma(T^* M \otimes T^* M \otimes (f^* E)^* \otimes f^* E).
\]

**Proof.** Since curvature is tensorial, it is enough to check the formula for a basis. Choose a local frame \( \{\sigma_p\}_p \) for \( E \), so that \( \{f(\sigma_p)\}_f \) is a local frame for \( f^* E \). Also choose local coordinates \( \{y^\alpha\} \) for \( N \) near \( f(p) \) and \( \{x^i\} \) for \( M \) near \( p \), and write \( f^\alpha = y^\alpha \circ f \). Then

\[
R_{f^* \nabla}(\partial_i,\partial_j)(\sigma_p)_f = f^\alpha \nabla_{\partial_j} \left( f^\alpha \nabla_{\partial_i}(\sigma_p)_f \right) - (i \leftrightarrow j)
\]

\[
= f^\alpha \nabla_{\partial_j} (f^\beta \nabla_{\partial_i}(\sigma_p)_f) - (i \leftrightarrow j)
\]

\[
= f^\alpha \nabla_{\partial_j} (f^\beta f^\gamma \nabla_{\partial_i}(\sigma_p)_f) - (i \leftrightarrow j)
\]

\[
= (\partial_j f^\gamma f^\beta) \nabla_{\partial_i}(\sigma_p)_f + \partial_i f^\alpha f^\beta 
\]

\[
= \partial_i f^\alpha \nabla_{\partial_j}(\sigma_p)_f - (i \leftrightarrow j)
\]

\[
= \partial_i f^\alpha \partial_j f^\beta (\nabla_{\partial_i}(\sigma_p)_f) - (\alpha \leftrightarrow \beta)
\]

\[
= \partial_i f^\alpha \partial_j f^\beta R_{\nabla}(\partial_i,\partial_j)(\sigma_p)_f
\]

\[
= R_{\nabla}(f^* \partial_i, f^* \partial_j)(\sigma_p)_f.
\]

**When pulling back a tangent bundle, there is another important property:**
Proposition 1.60. If $\nabla$ is a symmetric connection on $TN$, then the pullback connection $f^*\nabla$ on $f^*TN$ is symmetric in the sense that

$$f^*\nabla_U(f_*V) - f^*\nabla_V(f_*U) = f_*([U, V])$$

for any $U, V \in \Gamma(TM)$.

Proof. As before choose local coordinates $x^i$ for $M$ near $p$, and $y^\alpha$ for $N$ near $f(p)$. By writing $U = U^i \partial_i$ and $V = V^j \partial_j$ we find that

$$f^*\nabla_U(f_*V) - f^*\nabla_V(f_*U)$$

$$= f^*\nabla_U \left( f^j i \partial_j f^\alpha \partial_\alpha \right) - (U \leftrightarrow V)$$

$$= U^i \partial_i \left( f^j i \partial_j f^\alpha \right) \partial_\alpha + V^j \partial_j f^\alpha \partial_\alpha - (U \leftrightarrow V)$$

$$= (U^i \partial_i V^j - V^i \partial_i U^j) \partial_j f^\alpha \partial_\alpha + U^i V^j \left( \partial_i \partial_j f^\alpha - \partial_j \partial_i f^\alpha \right) \partial_\alpha$$

$$+ V^j U^i \partial_j f^\alpha \partial_i f^\beta \left( \nabla_\beta \partial_\alpha - \nabla_\alpha \partial_\beta \right)$$

$$= f_* ([U, V]). \qed$$

1.8.5 Parallel Transport. Parallel transport is a way of using a connection to compare geometrical data at different points along smooth curves:

Let $\nabla$ be a connection on the bundle $\pi : E \to M$. If $\gamma : I \to M$ is a smooth curve, then a smooth section along $\gamma$ is a section of $\gamma^*E$. Associated to this is the pullback connection $\gamma^*\nabla$. A section $V$ along a curve $\gamma$ is parallel along $\gamma$ if $\gamma^*\nabla_{\partial_i} V \equiv 0$. In a local frame $(e_j)$ over a neighbourhood of $\gamma(0)$:

$$\gamma^*\nabla_{\partial_i} V(t_0) = (\dot{V}_k(t_0) + \Gamma_{ij}^{k}(\gamma(t_0))V^j(t_0)\dot{\gamma}^i(t_0))e_k,$$

where $V(t) = V^j(t)e_j$ and $\Gamma_{ij}^{k}$ is the Christoffel symbol of $\nabla$ in this frame.

Theorem 1.61. Given a curve $\gamma : I \to M$ and a vector $V_0 \in E_{\gamma(0)}$, there exists a unique parallel section $V$ along $\gamma$ such that $V(0) = V_0$. Such a $V$ is called the parallel translate of $V_0$ along $\gamma$.

Moreover, for such a curve $\gamma$ there exists a unique family of linear isomorphisms $P_t : E_{\gamma(0)} \to E_{\gamma(t)}$ such that a vector field $V$ along $\gamma$ is parallel if and only if $V(t) = P_t(V_0)$ for all $t$.

1.8.6 Product Manifolds’ Tangent Space Decomposition. Given manifolds $M_1$ and $M_2$, let $\pi_j : M_1 \times M_2 \to M_j$ be the standard smooth projection maps. The pushforward $(\pi_j)_* : T(M_1 \times M_2) \to TM_j$ over $\pi_j : M_1 \times M_2 \to M_j$ induces, via the pullback bundle, a smooth bundle morphism $\Pi_j : T(M_1 \times M_2) \to \pi_j^*(TM_j)$ over $M_1 \times M_2$. In which case one has the bundle morphism

$$\Pi_1 \oplus \Pi_2 : T(M_1 \times M_2) \to \pi_1^*(TM_1) \oplus \pi_2^*(TM_2)$$
over $M_1 \times M_2$. On fibres over $(x_1, x_2)$ this is simply the pointwise isomorphism $T_{(x_1, x_2)}(M_1 \times M_2) \cong T_{x_1}M_1 \oplus T_{x_2}M_2$, so $\Pi_1 \oplus \Pi_2$ is in fact a smooth bundle isomorphism. Furthermore, $\Pi_j : T(M_1 \times M_2) \to \pi_j^*(TM_j)$ is bundle surjection as $\pi_j$ is a projection. Thus by Proposition 1.14 there exists a well-defined subbundle $E_1$ inside $T(M_1 \times M_2)$ given by

$$E_1 = \ker \Pi_1 = \{ v \in T(M_1 \times M_2) : \Pi_1(v) = 0 \}.$$  

We observe that this is in fact equal to $\pi_2^*(TM_2)$, since $E_1$ consists of all vectors such that $\Pi_1$ projection vanishes. Therefore one has isomorphic vector bundles

$$T(M_1 \times M_2) \cong \ker \Pi_1 \oplus \ker \Pi_2.$$  

**Example 1.62.** If we let $M_1 = M$ and $M_2 = \mathbb{R}$ with $\pi_1 = \pi$ projection from $M \times \mathbb{R}$ onto $M$ and $\pi_2 = t$ be the projection from $M \times \mathbb{R}$ onto $\mathbb{R}$, then on fibres over $(x_1, x_2) = (x_0, t_0)$ we have that

$$\Pi_2(v) = t_*(v) = dt(v)$$

since $t$ is a $\mathbb{R}$-valued function on $M \times \mathbb{R}$. So by letting $\mathcal{S} = \ker dt = \{ v \in T(M \times \mathbb{R}) : dt(v) = 0 \}$ we have that

$$T(M \times \mathbb{R}) \cong \mathcal{S} \oplus \mathbb{R} \partial_t,$$

since $(\pi_2^*T\mathbb{R})_{(x_0, t_0)} = (t^*T\mathbb{R})_{(x_0, t_0)} = T_{t_0}\mathbb{R} = \mathbb{R} \partial_t|_{t_0}$ where $\partial_t|_{t_0}$ is the standard coordinate basis for $T_{t_0}\mathbb{R}$.

### 1.8.7 Connections and Metrics on Subbundles.

Suppose $F$ is a subbundle of a vector bundle $E$ over a manifold $M$, as defined in Definition 1.12. If $E$ is equipped with a metric $g$, then there is a natural metric induced on $F$ by the inclusion: If $\iota : F \to E$ is the inclusion of $F$ in $E$, then the induced metric on $F$ is defined by

$$g_F(\xi, \eta) = g(\iota(\xi), \iota(\eta)).$$

There is not in general any natural way to induce a connection on $F$ from a connection $\nabla$ on $E$. We will consider only the following special case:

**Definition 1.63.** A subbundle $F$ of a vector bundle $E$ is called parallel if $F$ is invariant under parallel transport, i.e. for any smooth curve $\sigma : [0, 1] \to M$, and any parallel section $\xi$ of $\sigma^*E$ over $[0, 1]$ with $\xi(0) \in F_{\sigma(0)}$, we have $\xi(t) \in F_{\sigma(t)}$ for all $t \in [0, 1]$.

One can check that a subbundle $F$ is parallel if and only if the connection on $E$ maps sections of $F$ to $F$, i.e. $\nabla_u(\iota(\xi)) \in \iota(F_u)$ for any $u \in T_pM$ and $\xi \in \Gamma(F)$. If $F$ is parallel there is a unique connection $\nabla^F$ on $F$ such that

---

6 Although natural constructions can be done much more generally, for example when a pair of complementary subbundles is supplied.
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\[ i \nabla^F_u \xi = \nabla_u (i \xi) \]

for every \( u \in TM \) and \( \xi \in \Gamma(F) \). Note also that if \( \nabla \) is compatible with a metric \( g \) on \( E \), and \( F \) is a parallel subbundle of \( E \), then \( \nabla^F \) is compatible with the induced metric \( g_F \).

**Example 1.64.** An important example which will reappear later (cf. Section 6.5) is the following: Let \( E \) be a vector bundle with connection \( \nabla \). Then the bundle of symmetric 2-tensors on \( E \) is a parallel subbundle of the bundle of 2-tensors on \( E \). To prove this we need to check that \( \nabla^U T \) is symmetric whenever \( T \) is a symmetric 2-tensor. But this is immediate: We have for any \( X,Y \in \Gamma(E) \) and \( U \in \mathcal{X}(M) \),

\[
(\nabla^U T)(X,Y) = U(T(X,Y)) - T(\nabla_U X,Y) - T(X,\nabla_U Y) = U(T(Y,X)) - T(\nabla_U Y,X) - T(Y,\nabla_U X) = (\nabla^U T)(Y,X),
\]

so \( \nabla^U T \) is symmetric as required.

**1.8.8 The Taylor Expansion of a Riemannian Metric.** As an application of the pullback structure seen in this section, we compute the Taylor expansion of the Riemannian metric in exponential normal coordinates. In particular the curvature tensor is an obstruction to the existence of local coordinates in which the second derivatives of the metric tensor vanish.

**Theorem 1.65.** Let \((M,g)\) be a Riemannian manifold. With respect to a geodesic normal coordinates system about \( p \in M \), the metric \( g_{ij} \) may be expressed as:

\[
g_{ij}(u^1, \ldots, u^n) = \delta_{ij} - \frac{1}{3} R_{ikj\ell} u^k u^\ell + O(\|u\|^3).
\]

**Remark 1.66.** The proof produces a complete Taylor expansion about \( u = 0 \) (see also [LP87, pp. 60-1]).

**Proof.** Consider \( \varphi : \mathbb{R}^2 \to M \) defined by

\[
\varphi(s,t) = \exp_p(tV(s))
\]

where \( V(s) \in S^{n-1} \subset T_p M \). Let \( V(0) = u, V'(0) = v \).

As \( \varphi_* : T(s,t) \mathbb{R}^2 \to (\varphi^* TM)_{(s,t)}, \varphi_* \partial_s = (\exp_p)^*(tV'(s)) = t \partial_s V^i(s)(\partial_i) \varphi \). Thus we find that the pullback metric of \( g \) via \( \varphi \) is

\[
(\varphi^* g)(\partial_s, \partial_s)\big|_{(s,t)} = g_{ij}(\varphi_* \partial_s, \varphi_* \partial_s)\big|_{(s,t)} = t^2 \partial_s V^i \partial_s V^j g_{ij}(\varphi(s,t)). \tag{1.21}
\]

Note that \( \varphi^* \nabla g_{\varphi} \in \Gamma(TT^2 \otimes (\varphi^* TM)^* \otimes (\varphi^* TM)^* ) \), so by Proposition 1.58
0 = (\varphi \nabla g_\varphi)(\partial_t, \varphi_* \partial_s, \varphi_* \partial_s) \\
= \partial_t g_\varphi(\varphi_* \partial_s, \varphi_* \partial_s) - g_\varphi(\varphi \nabla \partial_t \varphi_*, \varphi_* \partial_s) - g_\varphi(\varphi_* \partial_s, \varphi \nabla \partial_t \varphi_*).

So by taking \((\partial_t)^k\) derivatives of (1.21), we find that

\[
(\partial_t)^k g_\varphi(\varphi_* \partial_s, \varphi_* \partial_s) = \sum_{\ell=0}^{k} \binom{k}{\ell} g_\varphi(\varphi \nabla^{(k-\ell)} \partial_t \varphi_* \partial_s, \varphi \nabla^{(\ell)} \partial_t \varphi_* \partial_s) = \left(k(k-1)g^{(k-2)}_{ij}(t) + 2k tg^{(k-1)}_{ij}(t) + t^2 g^{(k)}_{ij}(t)\right) \partial_s V^i \partial_s V^j.
\]

Evaluating this expression at \((s,t) = (0,0)\) gives

\[
k(k-1)g^{(k-2)}_{ij}(0)v^i v^j = \sum_{\ell=0}^{k} \binom{k}{\ell} g_\varphi(\varphi \nabla^{(k-\ell)} \partial_t \varphi_* \partial_s, \varphi \nabla^{(\ell)} \partial_t \varphi_* \partial_s).
\] (1.22)

Note that \(\varphi_* \partial_s |_{(0,0)} = 0, \varphi_* \partial_t |_{(0,0)} = u, \varphi \nabla \partial_t \varphi_* \partial_t |_{(0,0)} = 0\) and

\[
\varphi \nabla \partial_t \varphi_* \partial_s |_{(0,0)} = (\partial_t(\varphi_* \partial_s))^i(\partial_t)\varphi |_{(0,0)} = v.
\]

We now claim:

Claim 1.67. Under the assumption \(\varphi \nabla \partial_t \varphi_* \partial_t \equiv 0\),

\[
\varphi \nabla^{(k)} \partial_t \varphi_* \partial_s = \sum_{\ell=0}^{k-2} \binom{k-2}{\ell} (\nabla^{(k-2-\ell)} R)_\varphi(\varphi_* \partial_t, \ldots, \varphi_* \partial_t, \varphi \nabla^{(\ell)} \partial_t \varphi_* \partial_s, \varphi_* \partial_t) \varphi_* \partial_t.
\]

Proof of Claim. The case \(k = 2\) is proved as follows:

\[
\varphi \nabla^{(2)} \partial_t \varphi_* \partial_s = \varphi \nabla \partial_t (\varphi \nabla \partial_s \varphi_* \partial_t) = \varphi \nabla \partial_s (\varphi \nabla \partial_t \varphi_* \partial_t) + \varphi R(\partial_s, \partial_t)(\varphi_* \partial_t) = \varphi R(\partial_s, \partial_t)(\varphi_* \partial_t) = \nabla R(\varphi_* \partial_s, \varphi_* \partial_t)(\varphi_* \partial_t)
\]

as required. For the inductive step we suppose the identity is true for \(k = j\), and differentiate. Since \(\varphi \nabla \partial_t \varphi_* \partial_t = 0\), we find:
\[ \varphi \nabla_{\partial_t} \left( \sum_{\ell=0}^{j-2} \left( \begin{array}{c} j-2 \\ \ell \end{array} \right) (\nabla^{j-2-\ell}) R_{\varphi} \left( \varphi \partial_t, \ldots, \varphi \partial_t, \varphi \nabla_{\partial_t}^{(\ell)} \varphi \partial_s, \varphi \partial_t \right) \varphi \partial_t \right) \]
\[ = \sum_{\ell=0}^{j-2} \left( \begin{array}{c} j-2 \\ \ell \end{array} \right) \varphi \nabla_{\partial_t} (\nabla^{j-2-\ell}) R_{\varphi} \left( \varphi \partial_t, \ldots, \varphi \partial_t, \varphi \nabla_{\partial_t}^{(\ell)} \varphi \partial_s, \varphi \partial_t \right) \varphi \partial_t \]
\[ + \sum_{\ell=0}^{j-2} \left( \begin{array}{c} j-2 \\ \ell \end{array} \right) (\nabla^{j-2-\ell}) R_{\varphi} \left( \varphi \partial_t, \ldots, \varphi \partial_t, \varphi \nabla_{\partial_t}^{(\ell+1)} \varphi \partial_s, \varphi \partial_t \right) \varphi \partial_t \]
\[ = \sum_{\ell=0}^{j-2} \left( \begin{array}{c} j-2 \\ \ell \end{array} \right) (\nabla^{j-1-\ell}) R_{\varphi} \left( \varphi \partial_t, \ldots, \varphi \partial_t, \varphi \nabla_{\partial_t}^{(\ell)} \varphi \partial_s, \varphi \partial_t \right) \varphi \partial_t \]
\[ + \sum_{\ell=0}^{j-2} \left( \begin{array}{c} j-2 \\ \ell \end{array} \right) (\nabla^{j-2-\ell}) R_{\varphi} \left( \varphi \partial_t, \ldots, \varphi \partial_t, \varphi \nabla_{\partial_t}^{(\ell+1)} \varphi \partial_s, \varphi \partial_t \right) \varphi \partial_t \]
\[ = \sum_{\ell=0}^{j-1} \left( \begin{array}{c} j-2 \\ \ell \end{array} \right) + \left( \begin{array}{c} j-2 \\ \ell-1 \end{array} \right) (\nabla^{j-1-\ell}) R_{\varphi} \left( \varphi \partial_t, \ldots, \varphi \partial_t, \varphi \nabla_{\partial_t}^{(\ell)} \varphi \partial_s, \varphi \partial_t \right) \varphi \partial_t \]
\[ = \sum_{\ell=0}^{j-1} \left( \begin{array}{c} j-1 \\ \ell \end{array} \right) (\nabla^{j-1-\ell}) R_{\varphi} \left( \varphi \partial_t, \ldots, \varphi \partial_t, \varphi \nabla_{\partial_t}^{(\ell)} \varphi \partial_s, \varphi \partial_t \right) \varphi \partial_t \]

completing the induction. Here we used the identity \( \varphi \nabla_{\partial_t} (\nabla^{j-2-\ell}) R_{\varphi} = \nabla_{\varphi \partial_t} (\nabla^{j-2-\ell}) R_{\varphi} \) to get from the first equality to the second — this is the characterisation of the pullback connection in Theorem 1.56. □

Finally, we compute the Taylor expansion of \( t \mapsto g_{ij}(\varphi(0,t)) \) around \( t = 0 \) (so that \( g_{ij}(\gamma_u(t)) = g_{ij}(0) + g_{ij}^{(1)}(0) + \frac{1}{2} g_{ij}^{(2)}(0) + \ldots \)). The 0-order term \( g_{ij}(\partial_t, \partial_j) \mid_{(0,0)} = g_{ij}(\gamma_u(0)) = g_{ij}(p) = \delta_{ij} \) as we are working in normal coordinates. The 1st order vanishes and by (1.22) we find that \( 12 g_{ij}^{(2)}(0) v^i v^j = 8 g_{\varphi}(R_{\varphi}(v, u) u, v) \), so \( g_{ij}^{(2)}(0) = -\frac{2}{3} R_{ik} u^k u^l \). The theorem now follows. □

### 1.9 Integration and Divergence Theorems

If \((M, g)\) is an oriented Riemannian manifold with boundary and \( \tilde{g} \) is the induced Riemannian metric on \( \partial M \), then we define the volume form of \( \tilde{g} \) by \( d\sigma_{\tilde{g}} = \iota_{\nu} d\mu_g |_{\partial M} \). In particular if \( X \) is a smooth vector field, we have \( \iota_X d\mu_g |_{\partial M} = \langle X, \nu \rangle_{\tilde{g}} d\sigma_{\tilde{g}} \). In light of this, we define the divergence \( \text{div} X \) to be the quantity that satisfies:

\[ d(\iota_X d\mu) = \text{div} X d\mu. \] (1.23)
**Theorem 1.68 (Divergence theorem).** Let $(M,g)$ be a compact oriented Riemannian manifold. If $X$ is a vector field, then

$$
\int_M \text{div} X d\mu = \int_{\partial M} \langle X, \nu \rangle_g d\sigma.
$$

In particular, if $M$ is closed then $\int_M \text{div} X d\mu = 0$.

**Proof.** Define the $(n-1)$-form $\alpha$ by $\alpha = \iota_X d\mu$. So by Stokes’ theorem,

$$
\int_M \text{div} X d\mu = \int_M d\alpha = \int_{\partial M} \alpha = \int_{\partial M} \iota_X d\mu = \int_{\partial M} \langle X, \nu \rangle d\sigma.
$$

□

From the divergence theorem we have the following useful formulæ:

**Proposition 1.69 (Integration by parts).** On a Riemannian manifold $(M,g)$ with $u, v \in C^\infty(M)$ the following holds:

(a) On a closed manifold,

$$
\int_M \Delta u \, d\mu = 0.
$$

(b) On a compact manifold,

$$
\int_M (u \Delta v - v \Delta u) d\mu = \int_{\partial M} \left( \frac{\partial u}{\partial \nu} - v \frac{\partial u}{\partial \nu} \right) d\sigma.
$$

In particular, on a closed manifold $\int_M u \Delta v \, d\mu = \int_M v \Delta u \, d\mu$.

(c) On a compact manifold,

$$
\int_M u \Delta v \, d\mu + \int_M \langle \nabla u, \nabla v \rangle \, d\mu = \int_{\partial M} \frac{\partial v}{\partial \nu} u \, d\sigma.
$$

In particular, on a closed manifold $\int_M \langle \nabla u, \nabla v \rangle \, d\mu = -\int_M u \Delta v \, d\mu$.

1.9.1 Remarks on the Divergence Expression. We seek a local expression for the divergence, defined by (1.23), and show it is equivalent to the trace of the covariant derivative. That is,

$$
\text{div} X = \text{tr} \nabla X = \text{tr} \left( \nabla X \right)(\cdot, \cdot) = (\nabla_i X)(dx^i) \quad (1.24)
$$

**Lemma 1.70.** The divergence $\text{div} X$ of a vector field $X$, defined by (1.23), can be expressed in local coordinates by

$$
\text{div}(X^i \partial_i) = \frac{1}{\sqrt{\det g}} \partial_i (X^i \sqrt{\det g}). \quad (1.25)
$$

**Proof.** By Cartan’s formula$^7$ and (1.23) we have

$^7$ Which states that $L_X \omega = \iota_X (d\omega) + d(\iota_X \omega)$, for any smooth vector field $X$ and any smooth differential form $\omega$. 

\[
\text{div}(X)d\mu = d \circ \iota_X d\mu = (d \circ \iota_X + \iota_X \circ d)d\mu = \mathcal{L}_X d\mu.
\]

From the left-hand side we find that \((\text{div} X d\mu)(\partial_1, \ldots, \partial_n) = \text{div} X \sqrt{\det g}\) and from the right-hand side we find that

\[
(\mathcal{L}_X d\mu)(\partial_1, \ldots, \partial_n) = \mathcal{L}_X (\sqrt{\det g}) - d\mu(\ldots, \mathcal{L}_X \partial_1, \ldots) \\
= X(\sqrt{\det g}) + d\mu(\ldots, (\partial_i X^j)\partial_j, \ldots) \\
= X(\sqrt{\det g}) + (\partial_i X^j)\delta^i_j \sqrt{\det g} \\
= \partial_i (X^i \sqrt{\det g}).
\]

**Claim 1.71.** The definitions of \(\text{div} X\) given by (1.23) and (1.24) coincide.

**Proof.** As \((\nabla_X dx^j)(\partial_i) = -dx^j(\nabla_X \partial_i)\), equation (1.24) implies that

\[
(\nabla_i X)(dx^i) = \partial_i X^i - X(\nabla_i dx^i) = \partial_i X^i + \Gamma^i_{ij} X^j
\]

(1.26)

On the other hand, (1.25) implies that

\[
\text{div} X = \partial_i X^i + \frac{1}{\sqrt{\det g}} X^i \partial_i (\sqrt{\det g}),
\]

where by the chain rule

\[
\partial_i (\sqrt{\det g}) = \frac{1}{2} \frac{1}{\sqrt{\det g}} \frac{\partial \det g}{\partial g_{pq}} \frac{\partial g_{pq}}{\partial x^i} = \frac{1}{2} \sqrt{\det g} g^{pq} \frac{\partial g_{pq}}{\partial x^i} \\
= g^{pq} \Gamma^i_{ip} g_{eq} \sqrt{\det g} \\
= \Gamma^i_{ip} \sqrt{\det g}.
\]
Chapter 2
Harmonic Mappings

When considering maps between Riemannian manifolds it is possible to associate a variety of invariantly defined ‘energy’ functionals that are of geometrical and physical interest. The core problem is that of finding maps which are ‘optimal’ in the sense of minimising the energy functional in some class; one of the techniques for finding minimisers (or more generally critical points) is to use a gradient descent flow to deform a given map to an extremal of the energy.

The first major study of Harmonic mappings between Riemannian manifolds was made by Eells and Sampson [ES64]. They showed, under suitable metric and curvature assumptions on the target manifold, gradient lines do indeed lead to extremals.

We motivate the study of Harmonic maps by considering a simple problem related to geodesics. Following this we discuss the convergence result of Eells and Sampson. The techniques and ideas used for Harmonic maps provide some motivation for those use later for Ricci flow, and will appear again explicitly when we discuss the short-time existence for Ricci flow.

2.1 Global Existence of Geodesics

By Lemma 1.23 geodesics enjoy local existence and uniqueness as solutions of an initial value problem. In this section we examine a global existence problem:

**Theorem 2.1 (Global Existence).** On a compact Riemannian manifold $M$, every homotopy class of closed curves contains a curve which is geodesic.

To prove this, we will use methods from Geometric analysis. Specifically, we want to start with some curve (in the homotopy class under consideration) and let it evolve according to a particular PDE that decreases its energy until, in the limit, the curve becomes energy minimising. This is achieved by gradient descent techniques commonly known as the heat flow method.
Firstly, we say two closed curves \( \gamma_1, \gamma_2 : S^1 \to M \) are equivalent if there exists a homotopy between them. That is, they are equivalent if there exists a continuous map \( c : S^1 \times [0, 1] \to M \) such that \( c(t, 0) = \gamma_0(t) \), \( c(t, 1) = \gamma_1(t) \) for all \( t \in S^1 \).

Now consider a mapping \( u = u(s, t) : S^1 \times [0, \infty) \to M \) that evolve (in local coordinates) according to the PDE:

\[
\frac{\partial u^i}{\partial t} = \frac{\partial^2 u^i}{\partial s^2} + \Gamma^i_{jk}(u(s, t)) \frac{\partial u^j}{\partial s} \frac{\partial u^k}{\partial s} \quad s \in S^1, t \geq 0
\]

\[
u(s, t) = \gamma(s) \quad s \in S^1
\]

where \( S^1 \) is parametrised by \( s, t \) denotes the ‘time’ and \( \gamma : S^1 \to M \) is arbitrary curve in the given homotopy class. Note that the corresponding steady state equation is the geodesic equation \((1.2)\). Although the equation is written in local coordinates, we will see in Section 2.2 that it does in fact — in a more general context — make sense independent of the choice of those coordinates.

**Proof (Theorem 2.1, sketch only).** We focus our interests on the geometric aspects of the proof and where appropriate, quote the necessary PDE results.

Step 1: By general existence and uniqueness theory, there exists a solution to \((2.1)\), at least on a short time interval \([0, T)\). Consequently, the maximum time interval of existence is nonempty and open.

Step 2: Using PDE regularity theory, we show that a solution \( u(s, t) \) has bounded spatial derivatives independent of time \( t \). To do this compute

\[
(\partial_s^2 - \partial_t) g_{ij} \partial_s u^i \partial_t u^j = g_{ij,k} (\partial_s^2 u^k - \partial_t u^k) \partial_s u^i \partial_s u^j + 4 g_{ij,k} \partial_s u^k \partial_s^2 u^i \partial_s u^j
\]

\[
+ 2 g_{ij} \partial_s^2 u^i \partial_s^2 u^j + 2 g_{ij} (\partial_s^2 u^i - \partial_s \partial_t u^i) \partial_t u^j
\]

\[
+ g_{ij,k} \partial_s u^i \partial_t u^j \partial_s u^k \partial_s u^\ell.
\]

From \((2.1)\) note that:

\[
\partial_t^2 u^k - \partial_t u^k = -\Gamma^k_{ij} \partial_s u^i \partial_s u^j
\]

\[
\partial_t^2 u^i - \partial_t \partial_s u^i = -\Gamma^i_{jk} \partial_s u^j \partial_s u^k - 2 \Gamma^i_{jk} \partial_s^2 u^j \partial_s u^k.
\]

By working in normal coordinates at a point (so that the first derivatives of the metric \( g_{ij} \) and the Christoffel symbol \( \Gamma^k_{ij} \) vanish), insert equations \((2.2a)\) and \((2.2b)\) (with the help of equation \((1.9)\)) into the above computation, so that

\[
(\partial_s^2 - \partial_t) g_{ij} \partial_s u^i \partial_s u^j = 2 g_{ij} \partial_s^2 u^i \partial_s^2 u^j + g_{ij,k} \partial_s u^i \partial_s u^j \partial_s u^k \partial_s u^\ell
\]

\[
- (g_{ij,k} \partial_s + g_{jk} \partial_s^2) \partial_s u^i \partial_s u^j \partial_s u^k \partial_s u^\ell
\]

\[
= 2 g_{ij} \partial_s^2 u^i \partial_s^2 u^j.
\]

\(^1\) For technical convenience, we parametrise closed curves on \( S^1 \) as it is unnecessary to stipulate end conditions, like \( \gamma(0) = \gamma(1) \), for closed loops.
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Hence

$$\left( \frac{\partial^2}{\partial s^2} - \frac{\partial}{\partial t} \right) g_{ij} \frac{\partial u^i}{\partial s} \frac{\partial u^j}{\partial s} \geq 0.$$ 

Therefore \( \| \partial_s u \|^2 = g_{ij} \partial_s u^i \partial_s u^j \) is a subsolution of (2.1). By the parabolic maximum principle

$$\sup_{s \in S^1} g_{ij}(u(s,t)) \frac{\partial u^i}{\partial s}(s,t) \frac{\partial u^j}{\partial s}(s,t)$$

is a non-increasing function of \( t \). In particular \( g_{ij} \partial_s u^i \partial_s u^j \) is bounded by some constant \( C \) independent of \( t \) and \( s \). From this, regularity theory tells us that \( \partial_s u^i \) stays bounded. So by standard bootstrapping methods we gain time-independent control of higher derivatives.

Step 3: When a solution exists on \([0, T)\), \( u(s, t) \) will converge to a smooth curve \( u(s, T) \) as \( t \to T \). By regularity, this curve can be taken as a new initial value. In which case the solution can be continued beyond \( T \). Therefore the maximum interval is closed and so, in conjunction with Step 1, the solution exists for all times \( t > 0 \).

Step 4: We directly show \( t \mapsto E(u(\cdot,t)) \) is a decreasing function. To do this, note that:

$$\frac{d}{dt} E(u(\cdot,t)) = \frac{1}{2} \frac{\partial}{\partial t} \int_{S^1} g_{ij} \partial_s u^i \partial_t u^j$$

$$= \frac{1}{2} \int_{S^1} \left( g_{ij,k} \partial_t u^k \partial_s u^i \partial_s u^j + 2g_{ij} \partial_s \partial_t u^i \partial_s u^j \right)$$

$$= \frac{1}{2} \int_{S^1} \left( (g_{ij,k} - 2g_{ik,j}) \partial_s u^i \partial_s u^j \partial_s u^k - 2g_{ij} \partial_s \partial_t u^i \partial_s^2 u^j \right),$$

where the last equality follows from integration by parts. Using (2.1) observe that

$$g_{ip} \partial_t u^i = g_{ip} \partial_s^2 u^i + \frac{1}{2}(g_{jp,k} + g_{pk,j} - g_{jk,p}) \partial_s u^j \partial_s u^k.$$ 

Multiply this by \( \partial_t u^p \) on both sides and rearrange to get

$$(g_{jk,p} - 2g_{jp,k}) \partial_s u^j \partial_s u^k \partial_t u^p = g_{ip} \partial_s^2 u^i \partial_t u^p - 2g_{ip} \partial_t u^i \partial_t u^p.$$ 

Thus

$$\frac{d}{dt} E(u(\cdot,t)) = - \int_{S^1} g_{ij} \partial_t u^i \partial_t u^j = - \int_{S^1} \| \partial_t u \|^2 \leq 0.$$ 

Since \( E \) is also non-negative (i.e. bounded below) we can find a sequence \( t_n \to \infty \) for which \( u(\cdot,t_n) \) will converge to a curve that satisfies the geodesic equation (1.2).

Step 5: Finally, by a similar computation (again in normal coordinates), we find that
\[ \frac{d^2}{dt^2} E(u(\cdot, t)) = 2 \int_{S^1} g_{ij} \partial_s u^i \partial_t u^j \partial_s \partial_t u^j \geq 0. \]

Thus the energy \( E(u(\cdot, t)) \) is a convex function in \( t \). As we already have \( \frac{d}{dt} E(u(\cdot, t_n)) \to 0 \) for some sequence \( t_n \to \infty \), we conclude that \( \frac{d}{dt} E(u(\cdot, t)) \to 0 \) for \( t \to \infty \). Thus, by our pointwise estimate \( \partial_t u(s, t) \to 0 \) as \( t \to \infty \), the curve \( u(s) = \lim_{t \to \infty} u(s, t) \) exists and is a geodesic. \( \square \)

It is a rather natural step to generalise the above problem to maps between any Riemannian manifolds. To do so, one needs an energy functional that depends only on the intrinsic geometry of the domain manifold, target manifold and the map between them. Critical points of such an energy are called harmonic maps. Upon such a abstraction, we would like to know if the higher dimensional analogue to Theorem 2.1 remains true. That is:

Given Riemannian manifolds \((M, g)\), \((N, h)\) and a homotopy class of maps between them, does there exist a harmonic map in that homotopy class?

If \( M \) and \( N \) are compact, there are positive and negative answers to this question. There is a positive answer due to [ES64] if we assume the target manifold \( N \) has non-positive sectional curvature. In contrast, [EW76] showed the answer to be negative for maps of degree \( \pm 1 \) from the 2-torus to the 2-sphere (there are of course many other counterexamples).

As Harmonic mappings seem to be one of the most natural problems one can pose, there are (not surprisingly) many varied examples. For instance:

- Identity and constant maps are harmonic.
- Geodesics as maps \( S^1 \to M \) are harmonic.
- Every minimal isometric immersion is a harmonic map.
- If the target manifold \( N = \mathbb{R}^n \), then it follows from the Dirichlet principle that \( f \) is a harmonic map if and only if it is a harmonic function in the usual sense (i.e. a solution of the Laplace equation).
- Holomorphic maps between Kähler manifolds are harmonic.
- Minimal submanifolds (or more generally submanifolds with parallel mean curvature vector) in Euclidean spaces have harmonic Gauss maps. The Gauss map takes a point in the submanifold to its tangent plane at that point, thought of as a point in the Grassmannian of subspaces of that dimension.
- Harmonic maps from surfaces depend only on the conformal structure of the source manifold — thus by the uniformisation theorem we can work with a constant curvature metric on the source manifold (or locally with a flat metric). The resulting equations have many nice properties — in particular harmonic maps from surfaces into symmetric spaces have an integrable structure which leads to many explicit solutions.
- In theoretical physics, harmonic maps are also known as \( \sigma \)-models (cf. Section 10.6).
In what follows, we give a proof of the convergence result of Eells and Sampson [ES64 (Theorem 2.9, here) with improvements by Hartman [Har67].

2.2 Harmonic Map Heat Flow

Consider a $C^\infty$-map $f : (M, g) \to (N, h)$ between Riemannian manifolds $(M, g)$ and $(N, h)$. Let $(x^i)$ be a local chart on $M$ about $p \in M$ and let $(y^\alpha)$ be a local chart on $N$ about $f(p)$ with $f^\alpha = y^\alpha \circ f$. By Section 1.8.2, $f^* \in \Gamma(T^*M \otimes f^*TN)$ so $f^* = (f^*)^i dx^i \otimes (\partial_\alpha)_f = \frac{\partial f^\alpha}{\partial x^i} dx^i \otimes (\frac{\partial}{\partial y^\alpha})_f$. Let $\langle \cdot, \cdot \rangle$ be the inner product on the bundle $T^*M \otimes f^*TN$ (in accordance with Section 1.4.6) so that

$$\langle f^*, f^* \rangle_{T^*M \otimes f^*TN} = \frac{\partial f^\alpha}{\partial x^i} \frac{\partial f^\beta}{\partial x^j} \langle dx^i \otimes (\partial_\alpha)_f, dx^j \otimes (\partial_\beta)_f \rangle = g^{ij}(h_{\alpha\beta})_f \frac{\partial f^\alpha}{\partial x^i} \frac{\partial f^\beta}{\partial x^j}.$$

In light of this, define the energy density $e(f)$ of the map $f$ to be

$$e(f) = \frac{1}{2} \|f^*\|^2 = \frac{1}{2} g^{ij}(h_{\alpha\beta})_f \frac{\partial f^\alpha}{\partial x^i} \frac{\partial f^\beta}{\partial x^j} \quad (2.4)$$

and the energy $E$ to be

$$E(f) = \int_M e(f) d\mu(g), \quad (2.5)$$

where $d\mu(g)$ is the volume form on $M$ with respect to the metric $g$. The energy can be considered as a generalisation of the classical integral of Dirichlet; for if $N = \mathbb{R}$ (so that $f : M \to \mathbb{R}$) then $E$ corresponds to the Dirichlet’s energy $\frac{1}{2} \int_M |\nabla f|^2 d\mu(g)$.

As we have the connections $\nabla^M$ on $TM$ and $f \nabla^N$ on $f^*TN$, there is a connection (denoted simply by $\nabla$) on each tensor bundle constructed from these (i.e. on $T^*M \otimes f^*TN$). Moreover, equation (1.12) gives a useful expression for the curvature of the connection constructed on $T^*M \otimes f^*TN$:

$$(R(U, V)f_*)(W) = R_{f \nabla^N} (U, V)(f_*) W - f_* (R_{\nabla^M} (U, V)W)$$

$$= R^N (f_* U, f_* V)(f_* W) - f_* (R^M (U, V)W) \quad (2.6)$$

where the second equality follows from Proposition 1.59.

2.2.1 Gradient Flow of $E$. For this we take a variation of the map $f$, i.e. a smooth map $f : M \times I \to N$ where $I \subset \mathbb{R}$ is an interval of time.

We wish to compute on $TM$ at each time, so we define the ‘spatial tangent bundle’ to be the vector subbundle $\mathcal{S} \subset T(M \times I)$ consisting of vectors tangent to the $M$ factor, that is $\mathcal{S} = \{ v \in T(M \times I) : dt(v) = 0 \}$ (ref.
Example 1.62). On this bundle $\mathcal{G} \to M \times I$ we place the time-independent metric and connection $\nabla$ given by $g$ and its Levi-Civita connection $\nabla^\mathcal{G}$ — which must be augmented to include the time direction by defining $\nabla_{\partial_t} u = [\partial_t, u]$, for any $u \in \mathcal{G}$. Further to this, we also extend the connection $\nabla$ to $T(M \times I)$ by zero so that $\nabla_{\partial_t} \equiv 0$.

The map $f : M \times I \to N$ induces the pullback bundle $f^*TN$ over $M \times I$, on which we can place the restriction metric and the pullback connection. We now look to compute

$$\frac{d}{dt}E(f) = \frac{1}{2} \int_M \langle f_\ast, f_\ast \rangle \, d\mu(g) = \int_M \langle f_\ast, \nabla_{\partial_t} f_\ast \rangle \, d\mu(g),$$

where $\nabla$ is the connection on $\mathcal{G}^* \otimes f^*TN$ over $M \times I$. By (1.7) we have

$$(\nabla_{\partial_t} f_\ast)(\partial_i) = f \nabla_{\partial_t} (f_\ast \partial_i) - f_\ast (\nabla_{\partial_t} \partial_i).$$

Using this equation with Proposition 1.60 gives

$$(\nabla_{\partial_t} f_\ast)(\partial_i) = f \nabla_{\partial_t} (f_\ast \partial_i) = f \nabla_{\partial_t}(f_\ast \partial_i),$$

(2.7)

since $[\partial_t, \partial_i] = 0$. We denote by $f_i^\alpha$ the components of $f_\ast$ in a local frame (for instance $f_\ast \partial_t = f_0^\alpha (\partial_\alpha)_f$), and by $\nabla_i f_j^\alpha$ the components of $\nabla f_\ast$ (cf. Section 1.5.2.1). Since $\nabla g = 0$ and $\nabla h = 0$ by compatibility, we have that

$$\nabla_j (g^{ij} (h_{a\beta}) f_i^a f_j^\beta) = g^{ij} (h_{a\beta}) f_j^\beta \nabla_j f_i^a + g^{ij} (h_{a\beta}) f_i^a \nabla_j f_j^\beta = \langle g^{ij} \nabla_j f_i, f_\ast \partial_t \rangle + \langle f_\ast, \nabla_{\partial_t} f_\ast \rangle$$

where we used (2.7) in the last term and the fact that $\nabla_j \partial_t = 0$ by extension. So by the Divergence theorem with (1.24), we find that

$$\frac{d}{dt}E(f) = \int_M \langle f_\ast, \nabla_{\partial_t} f_\ast \rangle \, d\mu$$

$$= \int_M \nabla_j (g^{ij} h_f (f_\ast \partial_i, f_\ast \partial_t)) \, d\mu - \int_M \langle f_\ast \partial_t, g^{ij} \nabla_i f_j \rangle \, d\mu$$

$$= - \int_M \langle f_\ast \partial_t, \Delta_{g,h} f \rangle \, d\mu,$$

where we define:

**Definition 2.2.** The harmonic map Laplacian

$$\Delta_{g,h} f = \text{tr}_g \nabla f_\ast := g^{ij} (\nabla_{\partial_t} f_\ast)(\partial_j).$$

Note that $f_\ast \partial_t$ is the ‘variation of $f$’. Hence the gradient of $E$, with respect to the inner product on $f^*TN$, is $-\Delta_{g,h} f$ and the gradient descent flow is:

$\Delta_{g,h} f = \frac{\text{tr}_g \nabla f_\ast \partial_t}{\text{tr}_g \nabla f_\ast} := \frac{\text{tr}_g \nabla f_\ast}{\text{tr}_g \nabla f_\ast}(\partial_j).$
Remark 2.4. We note that if \( -f \) is that d-state solution of (2.8). We also note that an immediate consequence of (2.8) is that

\[
\frac{d}{dt} E(f) = - \int_M |\Delta g,h f|^2 d\mu = -\|\Delta g,h f\|_{L^2(M)}^2 \leq 0, \tag{2.9}
\]

so the energy decays.

Remark 2.3. The idea now is quite simple: We want to deform a given \( f_0 : M \to N \) to a harmonic map by evolving it along the gradient flow (2.8) so that \( f(\cdot, t) \) converges to a harmonic map homotopic to \( f_0 \) as \( t \to \infty \). This is the so-called heat flow method.

2.2.2 Evolution of the Energy Density. The key computation is the formula for the evolution of the energy density \( e(f) \) under harmonic map heat flow (2.8). Here we compute this using the machinery of pullback connections.

First we compute an evolution equation for \( f_* \):

\[
(\nabla_{\partial_t} f_*) (\partial_i) = f_\nabla_{\partial_t} (f_* \partial_i) - f_* (\nabla_{\partial_t} \partial_i)
\]

\[
= f_\nabla_{\partial_t} (g^{k\ell} \nabla_k f_\ell)
\]

\[
= \nabla_{\partial_t} (g^{k\ell} \nabla_k f_\ell)
\]

\[
= g^{k\ell} (\nabla_k f_\ell)(\partial_i)
\]

\[
= g^{k\ell} ((\nabla_k \nabla f_\ell)(\partial_i) + (R(\partial_k, \partial_i) f_\ell)(\partial_i)).
\]

In the first term we observe by symmetry (i.e. Proposition 1.60) that \((\nabla_i f_\ell)(\partial_i) = f_\nabla_{\ell} (f_* \partial_i) - f_* (\nabla_{\ell} \partial_i) = (\nabla_i f_\ell)(\partial_i)\). Using this together with the formula (2.6) for the second term implies that

\[
(\nabla_{\partial_t} f_\ell)(\partial_i) = (\Delta f_\ell)(\partial_i) + g^{k\ell} R^N (f_* \partial_k, f_* \partial_i)(f_* \partial_\ell) - g^{k\ell} f_* (R^M(\partial_k, \partial_i) \partial_\ell)
\]

where \( \Delta = g^{k\ell} \nabla_k \nabla_\ell \). It follows (noting that the metric on \( T^*M \otimes f^*TN \) is parallel since \( g \) and \( h \) are) that

\[
\frac{\partial}{\partial t} e = (f_*, \Delta f_\ell) + g^{k\ell} g^{ij} R^N (f_* \partial_k, f_* \partial_i, f_* \partial_\ell, f_* \partial_j)
\]

\[
- g^{k\ell} h_f \left( f_* ((M \text{Ric})_k^p) \partial_p, f_* \partial_\ell \right)
\]

\[
= \Delta e - \|\nabla f_*\|^2 + g^{k\ell} g^{ij} R^N (f_* \partial_k, f_* \partial_i, f_* \partial_\ell, f_* \partial_j)
\]

\[
- g^{k\ell} h_f \left( f_* ((M \text{Ric})_k^p) \partial_p, f_* \partial_\ell \right). \tag{2.10}
\]

Remark 2.4. We note that if \( M \) is compact\(^3\), then \( g^{k\ell} h_f (f_* (\text{Ric}^M(\partial_k)), f_* \partial_\ell) \geq -C e \), and if the target manifold \( N \) has non-positive curvature then the term

\[\text{In which case Ric}^M \text{ is bounded, so Ric}^M \geq -\frac{C}{2} g \text{ for some constant } C.\]
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\[ g^{k\ell} g^{ij} R^N (f_* \partial_k, f_* \partial_i, f_* \partial_\ell, f_* \partial_j) \leq 0. \]

Thus under these assumptions we have

\[ \frac{\partial e}{\partial t} \leq \Delta e + Ce \]  

for some constant \( C \).

### 2.2.3 Energy Density Bounds

The problem here is to derive a bound on the energy density \( e = e(f) \), having deduced the inequality (2.11). The idea is to use this inequality together with the bound on the Dirichlet energy (that is, a bound on the integral of \( e \)) to deduce the bound on \( e \).

The argument is a variant on a commonly used technique called Moser iteration [Mos60], which uses the Sobolev inequality to 'bootstrap' up from an \( L^p \) bound to a sup bound. The argument is a little simpler in the elliptic case (for instance see [PRS08, p. 118] or [GT83]).

To do this we need the following two ingredients. First, we need a computation for the time derivative of an \( L^p \) norm of \( e \):

\[
\frac{d}{dt} \int_M e^{2p} \leq 2p \int_M e^{2p-1} (\Delta e + Ce)
\]

\[
\leq -2p(2p-1) \int_M e^{2p-2} |\nabla e|^2 + 2pC \int_M e^{2p}
\]

\[
= -\frac{2(2p-1)}{p} \int_M |\nabla (e^p)|^2 + 2pC \int_M e^{2p}
\]

\[
\leq -2 \|e^p\|_{W^{1,2}}^2 + 2p \tilde{C} \int_M e^{2p}.
\]

The 'problem' term on the right can be absorbed by multiplying by an exponential, yielding

\[
\frac{d}{dt} \left( e^{-\tilde{C}t} \|e\|_{2p} \right) \leq -\frac{1}{p} e^{-\tilde{C}t} \|e\|_{2p}^{1-2p} \|e^p\|_{W^{1,2}}^2.
\]  

(2.12)

The second ingredient is the Gagliardo-Nirenberg inequality. It is a standard PDE result (for instance see [Eva98, p. 263]) which says that there exists a constant \( C_1 \) such that for any \( W^{1,2} \) function \( f \) on \( M \),

\[
\|f\|_2 \leq C_1 \|f\|_{W^{1,2}}^{\frac{n}{2}} \|f\|_1^{\frac{n}{2} - 2}. 
\]  

(2.13)

The idea here is that if the \( L^1 \) norm is controlled, then we can use the good \( W^{1,2} \) norm to yield a power bigger than 1 of the \( L^2 \) norm. Substituting this into (2.12) gives

\[
\frac{d}{dt} \left( e^{-\tilde{C}t} \|e\|_{2p} \right) \leq -\frac{C_1^2}{p} e^{-\tilde{C}t} \|e\|_{2p}^{1+\frac{4p}{n}} \|e\|_p^{-\frac{4p}{n}},
\]

(2.14)
which on rearrangement yields
\[ \frac{d}{dt} \left( e^{-\tilde{C}t} \|e\|_{2^p} \right)^{-\frac{4p}{n}} \geq \frac{4C^2_1}{n} \left( e^{-\tilde{C}t} \|e\|_{p} \right)^{-\frac{4p}{n}}. \] (2.14)

From here we will use an induction argument to bound higher and higher $L^p$ norms with a bound independent of $p$. This will imply a sup bound since $\|e\|_{\infty} = \lim_{p \to \infty} \|e\|_{p}$.

The first application of this is straightforward, since we have the energy bound $\|e\|_1 \leq E$. Plugging this into (2.14) with $p = 1$ gives
\[ \frac{d}{dt} \left( e^{-\tilde{C}t} \|e\|_{2} \right)^{-\frac{4}{n}} \geq \frac{4C^2_1}{n} \left( e^{-\tilde{C}t} E \right)^{-\frac{4}{n}} \geq \frac{4C^2_1}{n} E^{-4/nt}, \]

since the exponential term is always at least 1. This is equivalent to a $L^2$ bound on $e$ decaying like $t^{-4/n}$. This is the initial step, now we use induction to prove the following:

**Theorem 2.5.** For each $k \in \mathbb{N}$,
\[ \left( e^{-\tilde{C}t} \|e\|_{2^k} \right)^{-\frac{4}{n}} \geq \left( \frac{4C^2_1 t}{n} \right)^{2(1-2^{-k})} B_k^{-2} E^{-4/n}, \]

where $B_1 = 1$ and $B_{k+1} \leq 2 \frac{k+1}{2^k} B_k$.

The induction is easy from (2.14) with $p = 2^k$:
\[ \frac{d}{dt} \left( e^{-\tilde{C}t} \|e\|_{2^{k+1}} \right)^{-\frac{2^{k+2}}{n}} \geq \frac{4C^2_1}{n} \left( e^{-\tilde{C}t} \|e\|_{2^{k}} \right)^{-\frac{2^{k+2}}{n}} \geq \frac{4C^2_1}{n} \left( \frac{4C^2_1}{n} \right)^{2(2^k-1)} B_k^{-2^{k+1}} E^{-\frac{2^{k+2}}{n}} t^{2(2^k-1)}. \]

Integration gives
\[ \left( e^{-\tilde{C}t} \|e\|_{2^{k+1}} \right)^{-\frac{2^{k+2}}{n}} \geq \left( \frac{4C^2_1 t}{n} \right)^{2(2^k-1)} B_k^{-2^{k+1}} E^{-\frac{2^{k+2}}{n}} \frac{t^{2^{k+1}-1}}{2^{k+1} - 1} \]
\[ \geq \left( \frac{4C^2_1 t}{n} \right)^{2^{k+1}-1} B_k^{-2^{k+1}} E^{-\frac{2^{k+2}}{n}} 2^{-(k+1)}. \]

Taking the power $2^{-k}$ gives
\[
\left( e^{-Ct} \|e\|_{2^{k+1}} \right)^{-\frac{4}{n}} \geq \left( \frac{4C^2t}{n} \right)^{2(1-2^{-(k+1)})} B_k^{-2} E^{-4/n} 2^{-k+1}^{2k} \\
\geq \left( \frac{4C^2t}{n} \right)^{2(1-2^{k})} B_{k+1}^{-2} E^{-4/n}
\]
for \( B_{k+1} = 2^{k+1/2k} \). This completes the induction and the bound for \( e \).

### 2.2.4 Higher Regularity.
Once \( e \) is controlled, so are all higher derivatives of \( f \). This is a general result needing no special curvature assumptions:

**Proposition 2.6.** Let \((M, g)\) and \((N, h)\) be compact Riemannian manifolds. Let \( f : M \times [0, T) \to N \) be a smooth solution of the harmonic map heat flow (2.8) with bounded energy density \( e \). Then there exist constants \( C_k, k \geq 1 \) depending on \( \sup_{M \times [0, T)} e, |R^M|_{C_k} \) and \( |R^N|_{C_k} \) such that

\[
\|\nabla^{(k)} f_*\| \leq C_k \left( 1 + t^{-k/2} \right).
\]

For example, the evolution of \( \nabla f_* \) is given by

\[
\nabla_t (\nabla f_*) = \Delta \nabla f_* + R^N \ast (f_*)^2 \ast \nabla f_* \\
+ R^M \ast \nabla f_* + \nabla R^N \ast (f_*)^4 + \nabla R^M \ast f_*,
\]

so that

\[
\frac{\partial}{\partial t} \|\nabla f_*\|^2 \leq \Delta \|\nabla f_*\|^2 - 2\|\nabla^2 f_*\|^2 + C_1 \|\nabla f_*\|^2 + C_2,
\]

where \( C_1 \) and \( C_2 \) depend on \( |R^M|, |R^N|, |\nabla R^M|, |\nabla R^N| \) and \( e \). This gives

\[
\frac{\partial}{\partial t} \left( t\|\nabla f_*\|^2 + \|f_*\|^2 \right) \leq \Delta \left( t\|\nabla f_*\|^2 + \|f_*\|^2 \right) \\
+ (tC_1 - 1)\|\nabla f_*\|^2 + (tC_2 + C_3),
\]

which gives \( t\|\nabla f_*\|^2 \leq C \) for \( 0 < t < 1/C_1 \). The same argument applied on later time intervals gives a bound for any positive time, proving the case \( k = 1 \). For a similar argument applied to the Ricci flow see Theorem 7.1.

### 2.2.5 Stability Lemma of Hartman.
Let \( f(x, t, s) \) smooth family of solutions to (2.8) depending on a parameter \( s \) and a ‘time’ \( t \in I \). We want to prove to following result by Hartman [Har67] p. 677).

**Lemma 2.7 (Hartman).** Let \( F(x, s) : M \times [0, s_0] \to N \) be of class \( C^1 \) and for fixed \( s \), let \( f(x, t, s) \) be a solution of (2.8) on \( 0 \leq t \leq T \) such that \( f(x, 0, s) = F(x, s) \). Then for all \( s \in [0, s_0] \),
is non-increasing in $t$.

Proof. Since we now have a map with two parameters ($s$ representing the variation through the family of harmonic map heat flows, and $t$ representing the time parameter of the heat flows) we are now working on bundles over $M \times I_1 \times I_2$, where $I_1$ and $I_2$ are real intervals. The bundles we need are again the spatial tangent bundle $\mathcal{S}$, defined by $\{v \in T(M \times I_1 \times I_2) : dt(v) = ds(v) = 0\}$, and the pullback bundle $f^*TN$. On the former we have the ‘time-independent’ metric $g$, and a connection given by the Levi-Civita connection in spatial directions, together with the prescription $\nabla_{\partial_x} \partial_t = 0$ and $\nabla_s \partial_t = 0$ (note that this choice gives a compatible metric and connection on $\mathcal{S}$, for which $\nabla_{\partial_s}$ and $\nabla_{\partial_t}$ commute with each other and with $\nabla_{\partial_i}$). On $f^*TN$ we have as usual the pullback metric and connection.

We compute an evolution equation for $f_s \partial_s$:

$$\nabla_{\partial_i}(f_s \partial_s) = \nabla_{\partial_s}(f_s \partial_t)$$

$$= \nabla_s \left( g^{k\ell}(\nabla_k f_s)(\partial\ell) \right)$$

$$= g^{k\ell}(\nabla_k \nabla_s f_s)(\partial\ell) + (R(\partial_k, \partial_s)f_s)(\partial\ell)$$

$$= g^{k\ell}(\nabla_k \nabla_s f_s)(\partial_s) + g^{k\ell} R^N(f_s \partial_k, f_s \partial_s)(f_s \partial\ell)$$

$$= \Delta(f_s \partial_s) + g^{k\ell} R^N(f_s \partial_k, f_s \partial_s)(f_s \partial\ell)$$

since $R^M(\partial_k, \partial_s) = 0$ and $\nabla\partial_s = 0$. Therefore the evolution of $\|f_s \partial_s\|^2$ is given by

$$\frac{\partial}{\partial t} \|f_s \partial_s\|^2 = 2\langle f_s \partial_s, \Delta(f_s \partial_s) \rangle + 2g^{k\ell} R^N(f_s \partial_k, f_s \partial_s, f_s \partial\ell, f_s \partial_s)$$

$$\leq \Delta \|f_s \partial_s\|^2 - 2\|\nabla f_s \partial_s\|^2,$$

since the curvature term can be written as a sum of sectional curvatures (cf. Proposition 1.49).

By letting $Q = \|f_s \partial_s\|^2$ we note, for fixed $s$, that $Q(x, s, t)$ satisfies the parabolic differential inequality $\partial_t Q - \Delta Q \leq 0$. Hence the maximum principle implies that if $0 \leq \tau \leq t$ then $\max_x Q(x, s, \tau) \leq \max_x Q(x, s, t)$ for every fixed $s \in [0, s_0]$. Consequently $\max_{x, s} Q(x, s, \tau) \leq \max_{x, s} Q(x, s, t)$. Hence the desired quantity is non-increasing. \qed

An important application of Hartman’s Lemma is to prove that the distance between homotopic solutions of the flow cannot increase. We define the distance between two homotopic maps $f_0$ and $f_1$ as follows: If $H : M \times [0, 1] \to N$ is a smooth homotopy from $f_0$ to $f_1$, so that $H(x, 0) = f_0(x)$ and $H(x, 1) = f_1(x)$, then the length of $H$ (in analogy to Section 1.4.1.1) is defined to be

$$\sup_{M \times \{t\} \times \{s\}} h_f(f_s \partial_s, f_s \partial_s)$$
$$L(H) = \sup_{x \in M} \int_0^1 \left\| \frac{\partial H}{\partial s}(x, s) \right\| ds.$$ 

We define $\tilde{d}(f_0, f_1)$ to be the infimum of the lengths over all homotopies from $f_0$ to $f_1$. When $N$ is non-positively curved the infimum is attained by a smooth homotopy $H$ in which $s \mapsto H(x, s)$ is a geodesic for each $x \in M$, and in this case $L(H) = \sup\{ |\partial_s H(x, s)| : x \in M \}$ for each $s \in [0, 1]$.

**Corollary 2.8 ([Har67, Sect. 8]).** If $N$ is non-positively curved and $f_0(x, t)$ and $f_1(x, t)$ are solutions of the harmonic map heat flow with homotopic initial data, then $t \mapsto \tilde{d}(f_0(\cdot, t), f_1(\cdot, t))$ is non-increasing.

**Proof.** Fix $t_0 \geq 0$ and let $H$ be the minimising homotopy from $f_0(\cdot, t_0)$ to $f_1(\cdot, t_0)$. There exists $\delta > 0$ such that the flows $f(x, t, s)$ with $f(x, t_0, s) = H(x, s)$ exist for $t_0 \leq t \leq t_0 + \delta$. By Lemma 2.7, $\sup\{ |\partial_s f(x, t, s)| : x \in M \}$ is non-increasing in $t$ for each $s$, and therefore for $t_0 \leq t \leq t_0 + \delta$,

$$\tilde{d}(f_0(t), f_1(t)) \leq L[H(\cdot, t, \cdot)] = \sup_{x \in M} \int_0^1 \left\| \frac{\partial H}{\partial s}(x, t, s) \right\| ds$$

$$\leq \int_0^1 \sup_{x \in M} \left\| \frac{\partial H}{\partial s}(x, t, s) \right\| ds$$

$$\leq \int_0^1 \sup_{x \in M} \left\| \frac{\partial H}{\partial s}(x, t_0, s) \right\| ds$$

$$= \tilde{d}(f_0(t_0), f_1(t_0)).$$  

\[\square\]

### 2.2.6 Convergence to a Harmonic Map.

**Theorem 2.9 (Eells and Sampson).** If $N$ is a non-positively curved compact manifold, then $f(\cdot, t)$ converges in $C^\infty(M, N)$ to a limit $\bar{f}$ in the same homotopy class as $f_0$ with $\Delta_{g,h} \bar{f} = 0$.

**Proof.** The energy decay formula (2.9) implies that

$$\int_0^\infty \left\| \Delta_{g,h} f(\cdot, t) \right\|_{L^2(M)}^2 < \infty.$$  

Therefore there exists a sequence $t_n \to \infty$ such that $\| \Delta_{g,h} f(\cdot, t_n) \|_{L^2(M)} \to 0$. Since all higher derivatives are bounded by Proposition 2.6, this also implies $\| \Delta_{g,h} f(\cdot, t_n) \| \to 0$ uniformly. Also using the higher derivative bounds and the Arzela-Ascoli theorem, by passing to a subsequence we can ensure that $f(\cdot, t_n)$ converges in $C^\infty$ to a limit $\bar{f}$ which therefore satisfies $\Delta_{g,h} \bar{f} = 0$. The function $\bar{f}$ is in the same homotopy class as $f_0$, since for large $n$ we have $d_N(f(x, t_n), \bar{f}(x)) < \text{inj}(N)$ and there is a unique minimising geodesic from $f(x, t_n)$ to $\bar{f}(x)$, which depends smoothly on $x$. Following these geodesics defines a homotopy from $f(\cdot, t_n)$ to $\bar{f}$. 


Stronger convergence follows from Corollary 2.8 (essentially the argument as [Har67, Sect. 4]): Since \( \tilde{d}(f(\cdot, t), \tilde{f}) \) is non-increasing, and \( \tilde{d}(f(\cdot, t_n), \tilde{f}) \to 0 \), we have \( \tilde{d}(f(\cdot, t), \tilde{f}) \to 0 \), which implies \( f(\cdot, t) \) converges to \( \tilde{f} \) uniformly. Convergence in \( C^\infty \) follows since all higher derivatives are bounded. \( \square \)

2.2.7 Further Results.

2.2.7.1 Uniqueness. One can also show that the harmonic map is essentially unique in its homotopy class. This can be done using the following result by Hartman [Har67, p. 675].

**Theorem 2.10.** Let \( f_1(x) \) and \( f_2(x) \) be two homotopic harmonic maps from \( M \) into the non-positively curved manifold \( N \). For fixed \( x \), let \( F(x,s) \) be the unique geodesic from \( F(x,0) = f_1(x) \) to \( F(x,1) = f_2(x) \) in the homotopy class determined by the homotopy between \( f_1 \) and \( f_2 \), and let the parameter \( s \in [0, 1] \) be proportional to arc length.

Then \( F(\cdot, s) \) is harmonic for each \( s \in [0, 1] \), and \( E(F(\cdot, s)) = E(f_1) = E(f_2) \). Furthermore, the length of the geodesic \( F(x, \cdot) \) is independent of \( x \).

**Remark 2.11.** This cannot be improved since a torus \( S^1 \times S^1 \) has non-positive (zero!) curvature, and has an infinite family of homotopic harmonic maps from \( S^1 \) given by \( z \mapsto (z, z_0) \) for fixed \( z_0 \in S^1 \).

If the sectional curvatures of \( N \) are strictly negative then this cannot occur:

**Theorem 2.12.** If \( N \) has negative sectional curvature, then a harmonic map \( f : M \to N \) is unique in its homotopy class, unless it is constant or maps \( M \) onto a closed geodesic. In the latter case, non-uniqueness can only occur by rotations of this geodesic.

2.2.7.2 Dirichlet and Neumann Problems. It is interesting to note that Richard S. Hamilton, with some advice and encouragement from James Eells Jr., looked at solving the Dirichlet problem for harmonic mappings into non-positively curved manifolds. In [Ham74] he was able to prove the following.

**Theorem 2.13.** Suppose \( N \) is a compact manifold with nonempty boundary \( \partial M \), and \( N \) is complete with non-positive sectional curvature and convex (or empty) boundary. If \( f_0 : M \to N \) is continuous, then the parabolic system

\[
\begin{align*}
\frac{\partial f}{\partial t}(x,t) &= \Delta_{g,h} f(x,t) & (x,t) &\in M \times (0, \infty) \\
f(x,0) &= f_0(x) & x &\in M \\
f(y,t) &= f_0(y) & y &\in \partial M
\end{align*}
\]

has a smooth solution \( f(x,t) \) for all \( t \). As \( f(x,t) \) converges to the unique harmonic map homotopic to \( f_0 \) with the same boundary values as \( f_0 \) on \( \partial M \).

Hamilton also treated natural Neumann and mixed boundary problems with similar results.
Chapter 3
Evolution of the Curvature

The Ricci flow is introduced in this chapter as a geometric heat-type equation for the metric. In Section 3.1 we derive evolution equations for the curvature, and its various contractions, whenever the metric evolves by Ricci flow. These equations, particularly that of Theorem 3.14, are pivotal to our analysis throughout the coming chapters. In Section 3.5.3 we discuss a historical result concerning the convergence theory for the Ricci flow in $n$-dimensions. This will motivational much of the B"ohm and Wilking analysis discussed in Chapter 11.

3.1 Introducing the Ricci Flow

The Ricci flow was first introduced by Richard Hamilton in the early 1980s. Inspired by Eells and Sampson’s work on Harmonic map heat flow [ES64] (where they take maps between manifolds and try to ‘make them better’), Hamilton speculated that it should be possible to take other geometric objects, for instance the metric $g_{ij}$, and try to ‘improve it’ by means of a heat-type equation.

In looking for a suitable parabolic equation, one would like $\frac{\partial g_{ij}}{\partial t}$ to equal a Laplacian-type expression involving second-order derivatives of the metric. Computing derivatives of the metric with the Levi-Civita connection is of no help, as they vanish in normal coordinates. However, computing derivatives with respect to a fixed background connection does give something non-trivial. In particular, the Ricci tensor in Lemma 1.47 has an expression which involves second derivatives the components of the metric, thus it is a natural candidate for such a $(2,0)$-tensor (specifically, the last term in the bracket in Lemma 1.47 is $-\frac{1}{2}$ times a ‘Laplacian’ of the metric computed using coordinate second derivatives). Taking this factor into account, we are led to the evolution equation

$$\frac{\partial}{\partial t} g_{ij} = -2 \text{Ric}_{ij}$$

(3.1)
known simply as the Ricci flow. Further motivation comes from the expression for the metric in exponential coordinates given in Theorem \ref{1.65} as it implies that the Laplacian of the metric computed at the origin in exponential coordinates is equal to $-\frac{2}{3} \text{Ric}_{ij}$.

In contrast to other natural geometric equations (such as the minimal surface equation and its parabolic analogue the mean curvature flow; the harmonic map equation and the associated flow; and many other examples), the Ricci flow was not initially derived as the gradient flow of a geometric functional. However despite this, Perelman’s work \cite{Per02} shows there is a natural energy functional lying behind the Ricci flow. We discuss this in Chapter 9.

In light of (3.1), it is clear that we are no longer interested in just a single manifold $(M,g)$, but rather — assuming a suitable local existence theory — a manifold with a one-parameter family of metrics $t \mapsto g(t)$ parametrised by a ‘time’ $t$. We adopt this point of view here, taking the metrics $g(t)$ as sections of the fixed bundle $\text{Sym}^2 T^* M$. The rate of change in time of the metric makes sense since at each point $p \in M$ we are simply differentiating $g(t)$ in the vector space given by the fibre of this bundle at $p$. Later (in Chapter 5) we will see that there are advantages in instead working with bundles defined over $M \times \mathbb{R}$, where a more geometrically meaningful notion of the time derivative can be used.

### 3.1.1 Exact Solutions.

In order to get a feel for the evolution equation, we present some simple solutions of the Ricci flow.

#### 3.1.1.1 Einstein Metrics.

If the initial metric is Ricci flat, that is $\text{Ric} = 0$, then clearly the the metric remains stationary for all subsequent times. Concrete examples of this are the Euclidean space $\mathbb{R}^n$ and the flat torus $T^n = S^1 \times \cdots \times S^1$.

If the initial metric is Einstein, that is $\text{Ric}(g_0) = \lambda g_0$ for some $\lambda \in \mathbb{R}$, then a solution $g(t)$ with $g(0) = g_0$ is given by $g(t) = (1 - 2\lambda t)g_0$. The cases $\lambda > 0$, $\lambda = 0$ and $\lambda < 0$ correspond to shrinking, steady and expanding solutions. The simplest shrinking solution is that of the unit sphere $(S^n, g_0)$. Here $\text{Ric}(g_0) = (n - 1)g_0$, so $g(t) = (1 - 2(n - 1)t)g_0$. Thus the sphere will collapse to a point in finite time $T = 1/2(n - 1)$. By contrast, if the initial metric $g_0$ were hyperbolic, $\text{Ric}(g_0) = -(n - 1)g_0$ so the evolution $g(t) = (1 + 2(n - 1)t)g_0$ will expand the manifold homothetically for all time. In this case, the solution only goes back to $T = -1/2(n - 1)$ upon which the metric explodes out of a single point.

#### 3.1.1.2 Quotient Metrics.

If the initial Riemannian manifold $N = M/G$ is a quotient of a Riemannian manifold $M$ by a discrete group of isometries $G$, it will remain so under the Ricci flow — as the flow on $M$ preserves the isometry group. For example, the projective space $\mathbb{R}P^n = S^n/\mathbb{Z}_2$ of constant curvature shrinks to a point, as does its cover $S^n$. 


**3.1 Introducing the Ricci Flow**

**3.1.1.3 Product Metrics.** If we take the product metric (cf. Section 1.4.2) on a product manifold $M \times N$ initially, the metric will remain a product metric under the Ricci flow. Hence the metric on each factor evolves by the Ricci flow independently of the other.

For example, on $S^2 \times S^1$ the $S^2$ shrinks to a point while $S^1$ stays fixed so that the manifold collapses to a circle. Moreover, if we take any Riemannian manifold $(M, g)$ and evolve the metric $g$ by the Ricci flow, then it will also evolve on the product manifold $M \times \mathbb{R}^n$, $n \geq 1$, with product metric $g \oplus (dx_1^2 + \cdots + dx_n^2)$ — since the flow is stationary on the $\mathbb{R}^n$ part.

**3.1.2 Diffeomorphism Invariance.** The curvature of a manifold $M$ can be thought of as the obstruction to being locally isometric to Euclidean space. Indeed, a Riemannian manifold is flat if and only if its curvature tensor vanishes identically. Moreover, recall that:

**Theorem 3.1.** The Riemann curvature tensor $R$ is invariant under local isometries: If $\varphi : (M, g) \to (\tilde{M}, \tilde{g})$ is a local isometry, then $\varphi^* \tilde{R} = R$.

So if $\varphi : M \to \tilde{M}$ is a time-independent diffeomorphism such that $g(t) = \varphi^* \tilde{g}(t)$ and $\tilde{g}$ is a solution of the Ricci flow, we see that

$$
\frac{\partial}{\partial t} g = \varphi^* \left( \frac{\partial}{\partial t} \tilde{g} \right) \\
= \varphi^* \left( -2 \text{Ric}(\tilde{g}) \right) \\
= -2 \text{Ric}(\varphi^* \tilde{g}) \\
= -2 \text{Ric}(g),
$$

where the second last equality is due to Theorem 3.1. Hence $g$ is also a solution to the Ricci flow. Therefore we conclude that $(3.1)$ is invariant under the full diffeomorphism group $^1$

**3.1.2.1 Preservation of Symmetries.** The Ricci flow preserves any symmetries that are present in the initial metric. To see this, note that each symmetry is an isometric diffeomorphism of the initial metric; so the pullback of a solution of the Ricci flow by this diffeomorphism gives a solution of Ricci flow. Since the symmetry is an isometry of the initial metric, these are solutions of Ricci flow with the same initial data, and so are identical (assuming the uniqueness result proved in Chapter 4). Therefore the symmetry is an isometry of the metric at any positive time.

**3.1.3 Parabolic Rescaling of the Ricci Flow.** Aside from the geometric symmetries of diffeomorphism invariance, the Ricci flow has additional scaling properties that are essential for blow-up analysis of singularities. The

---

$^1$ Note that if $\varphi$ is time-dependent, an extra Lie derivative term is introduced into the equation (cf. Section 4.4).
time-independent diffeomorphism invariance allows for changes in the spatial coordinates. We can also translate in the time coordinates: If \( g(x,t) \) satisfies Ricci flow, then so does \( g(x,t - t_0) \) for any \( t_0 \in \mathbb{R} \). Further, the Ricci flow has a scale invariance: If \( g \) is a solution of Ricci flow, and \( \lambda > 0 \), then \( g_\lambda \) is also a solution, where

\[
g_\lambda(x,t) = \lambda^2 g\left(x, \frac{t}{\lambda^2}\right).
\]

The main use of this rescaling will be to analyse singularities that develop under the Ricci flow. In such a case the curvature tends to infinity, so we perform a rescaling to produce metrics with bounded curvature and try to produce a smooth limit of these. We will discuss the machinery required for this in Chapter 8 and return to the blow-up procedure in Section 8.5.

### 3.2 The Laplacian of Curvature

We devote this section to the derivation of an expression for the Laplacian of \( R_{ijkl} \). This will be used to derive an evolution equation for the curvature in Section 3.4 where the Ricci flow \([3.1]\) implies a heat-type equation for the Riemannian curvature \( R \). In order to do this, we need to introduce quadratic \( B_{ijkl} \) terms which will help simplify our computation.

#### 3.2.1 Quadratic Curvature Tensor.

Various second order derivatives of the curvature tensor are likely to differ by terms quadratic in the curvature tensor. To this end we introduce the \((4,0)\)-tensor \( B \in \mathcal{S}_0^4(M) \) defined by

\[
B(X,Y,W,Z) = \langle R(X,\cdot,Y,\star), R(W,\cdot,Z,\star) \rangle,
\]

where the inner product \( \langle \cdot, \cdot \rangle \) is given by \([1.3]\). In components this becomes

\[
B_{ijkl} = g^{pr} g^{qs} R_{piqj} R_{rksl} = R^p_i q_j R_{pkql}.
\]  \(3.2\)

This tensor has some of the symmetries of the curvature tensor, namely

\[
B_{ijkl} = B_{jilk} = B_{klij}.
\]

However other symmetries of the curvature tensor may fail to hold for \( B_{ijkl} \).

#### 3.2.2 Calculating the Connection Laplacian \( \Delta R_{ijkl} \).

Using the definition of the Laplacian explicated in Section 1.6 we compute the connection Laplacian acting on the \( \mathcal{S}_0^4(M) \) tensor bundle.

**Proposition 3.2.** On a Riemannian manifold \((M,g)\), the Laplacian of the curvature tensor \( R \) satisfies

\[
\Delta R_{ijkl} = \nabla_i \nabla_k R_{j\ell} - \nabla_j \nabla_k R_{i\ell} + \nabla_j \nabla_\ell R_{ik} - \nabla_i \nabla_\ell R_{jk} - 2(B_{ijkl} - B_{ij\ell k} - B_{i\ell jk} + B_{ikj\ell}) + g^{pq}(R_{qjk\ell} R_{pi} + R_{iqk\ell} R_{pj}).
\]
3.2 The Laplacian of Curvature

\textit{Proof.} Using the second Bianchi identity — together with the linearity of $\nabla$ over the space of tensor fields — we find that

$$0 = (\nabla_p \nabla_q R)(\partial_i, \partial_j, \partial_k, \partial_\ell)$$
$$+ (\nabla_p \nabla_R)(\partial_j, \partial_q, \partial_k, \partial_\ell) + (\nabla_p \nabla_j R)(\partial_q, \partial_i, \partial_k, \partial_\ell).$$

Combining this identity with (1.10) implies that the Laplacian of $R$ takes the form

$$\Delta R_{ijkl} = (\text{tr}_g \nabla^2 R)_{ijkl}$$
$$= g^{pq}(\nabla_{\partial_p} \nabla_{\partial_q} R)(\partial_i, \partial_j, \partial_k, \partial_\ell)$$
$$= g^{pq} \left( - (\nabla_p \nabla_i R)(\partial_j, \partial_q, \partial_k, \partial_\ell) - (\nabla_p \nabla_j R)(\partial_q, \partial_i, \partial_k, \partial_\ell) \right)$$
$$= g^{pq} \left( \nabla_p \nabla_i R_{qjk\ell} - \nabla_p \nabla_j R_{qik\ell} \right).$$

From this it suffices to express $g^{pq} \nabla_p \nabla_i R_{qjk\ell}$ in terms of lower order terms by commuting derivatives and contracting with the metric.

Firstly, Proposition 1.44 implies that

$$\nabla_p \nabla_i R_{qjk\ell} = \nabla_i \nabla_p R_{qjk\ell} + (R(\partial_i, \partial_p) R)(\partial_q, \partial_j, \partial_k, \partial_\ell). \quad (3.3)$$

From the second Bianchi identity, the first term on the right-hand side of (3.3) becomes

$$\nabla_i \nabla_p R_{qjk\ell} = \nabla_i \nabla_k R_{jq\ell p} - \nabla_i \nabla_\ell R_{jqkp}.$$ 

Contracting with the metric and invoking Proposition 1.48, equation (1.15), gives

$$g^{pq} \nabla_i \nabla_p R_{qjk\ell} = g^{pq} \nabla_i \nabla_k R_{jq\ell p} - g^{pq} \nabla_i \nabla_\ell R_{jqkp}$$
$$= \nabla_i \nabla_k R_{jq\ell} - \nabla_i \nabla_\ell R_{jqk}. \quad (3.4)$$

Turning our attention to the second term on the right-hand side of (3.3), we find by Proposition 1.43 that

$$R(\partial_i, \partial_p) R(\partial_q, \partial_j, \partial_k, \partial_\ell)$$
$$= R(\partial_\ell, \partial_p) R(\partial_q, \partial_j, \partial_k, \partial_\ell) - \cdots - R(\partial_q, \partial_j, \partial_k, \partial_\ell) - R(\partial_\ell, \partial_p) \partial_q, \partial_j, \partial_k, \partial_\ell)$$
$$= -R_{ipq}^n R_{njkl} - R_{ipq}^n R_{knjl} - R_{ipq}^n R_{qjnl} - R_{ipq}^n R_{qjkn}$$
$$= g^{mn} \left( R_{piqm} R_{njkl} + R_{pijm} R_{qnk\ell} + R_{pikm} R_{qjn\ell} + R_{pi\ell m} R_{qjkn} \right).$$

Therefore

$$g^{pq} \left( R(\partial_i, \partial_p) R(\partial_q, \partial_j, \partial_k, \partial_\ell) \right)$$
$$= g^{pq} g^{mn} \left( R_{piqm} R_{njkl} + R_{pijm} R_{qnk\ell} + R_{pikm} R_{qjn\ell} + R_{pi\ell m} R_{qjkn} \right).$$

However, this would not quite complete the proof.
We now look to simplify this expression by observing that the first term contracts to
\[ g^{pq} g^{mn} R_{piqm} R_{njkt} = g^{mn} R_{ipm}^\rho R_{njkt} = g^{mn} R_{njkt} R_{im} = g^{pq} R_{pjkt} R_{iq}, \]
the second term contracts to
\[
\begin{align*}
g^{pq} g^{mn} R_{pijm} R_{qnk\ell} &= g^{pq} g^{mn} (R_{pijm} R_{qnk\ell} - R_{pijm} R_{q\ellnk}) \\
&= R_{i j}^\lambda R_{q\ellnk} - R_{i j}^\lambda R_{qkn\ell} \\
&= B_{ij\ell k} - B_{ijk\ell},
\end{align*}
\]
and the third and forth terms contract to
\[
\begin{align*}
g^{pq} g^{mn} (R_{pikm} R_{qjn\ell} + R_{pi\ell m} R_{qajkn}) &= g^{pq} g^{mn} (R_{pimk} R_{qjn\ell} + R_{pim\ell} R_{qajkn}) \\
&= R_{i j}^\lambda R_{qjn\ell} + R_{i j}^\lambda R_{qkn\ell} \\
&= B_{ij\ell k} + B_{ijk\ell}.
\end{align*}
\]
Combining these results gives
\[
g^{pq} (R(\partial_i, \partial_p) R)(\partial_q, \partial_j, \partial_k, \partial_\ell) = g^{pq} R_{pjkt} R_{iq} - (B_{ijk\ell} - B_{ij\ell k} - B_{i\ell jk} + B_{ikj\ell}). \tag{3.5}
\]
Finally, by putting (3.4) and (3.5) together we get
\[
g^{pq} \nabla_p \nabla_i R_{ajkt} = \nabla_i \nabla_k R_{j\ell} - \nabla_i \nabla_j R_{k\ell} \\
- (B_{ij\ell k} - B_{ij\ell k} - B_{i\ell jk} + B_{ikj\ell}) + g^{pq} R_{pjkt} R_{iq}.
\]
Since \(\Delta R_{ijkt} = g^{pq} \nabla_p \nabla_i R_{ajkt} - (i \leftrightarrow j)\) the desired formula now follows. \(\square\)

### 3.3 Metric Variation Formulas

In this section we establish how one can formally take the time derivative of a metric and the associated Levi-Civita connection. Thereafter we derive various variational equations for the Levi-Civita connection, curvature tensor and various traces thereof.

#### 3.3.1 Interpreting the Time Derivative.

Consider a one-parameter family of smooth metrics \(g = g(t) \in \Gamma(\text{Sym}^2 T^* M)\) parametrised by ‘time’ \(t\). We define the time derivative \(\frac{\partial}{\partial t} g : \mathcal{X}(M) \times \mathcal{X}(M) \to C^\infty(M)\) of the metric \(g\) by letting
\[
\left( \frac{\partial}{\partial t} g \right)(X, Y) := \frac{\partial}{\partial t} g(X, Y) \tag{3.6}
\]
for any time independent vector fields \( X, Y \in \mathcal{X}(M) \) (where \( \frac{\partial}{\partial t} g(X, Y) \) is the time derivative of the smooth function \( g(X, Y) \in C^\infty(M) \) given by the standard difference quotient). The metric in local coordinates can be expressed as \( g(t) = g_{ij}(t)dx^i \otimes dx^j \), in which case (3.6) implies that

\[
\frac{\partial}{\partial t} g = \dot{g}_{ij}(t) dx^i \otimes dx^j.
\]

Therefore we regard the time derivative of the metric as the derivative of its component functions with respect to a fixed basis.

Since the Levi-Civita connection \( \nabla \) can be written locally in terms of the metric (1.9), it too will be time dependent. So in a similar fashion, we define the time derivative of \( \nabla = \nabla^{(t)} \) by letting

\[
\left( \frac{\partial}{\partial t} \nabla \right)(X, Y) := \frac{\partial}{\partial t} \nabla_X Y
\]

for time-independent vector fields \( X \) and \( Y \). As \( \nabla \) satisfies the product rule by definition, it is not tensorial. However, we observe the following special properties of its time derivative:

**Lemma 3.3.** The time derivative \( \frac{\partial}{\partial t} \nabla \) of the Levi-Civita connection \( \nabla \) is tensorial.

**Proof.** For \( f \in C^\infty(M) \) and any time independent vector fields \( X, Y \in \mathcal{X}(M) \), we see that

\[
\left( \frac{\partial}{\partial t} \nabla \right)(X, fY) = \frac{\partial}{\partial t} \left( (Xf)Y + f\nabla_X Y \right) = f \frac{\partial}{\partial t} \nabla_X Y = f \left( \frac{\partial}{\partial t} \nabla \right)(X, Y).
\]

Thus \( \frac{\partial}{\partial t} \nabla \) is a tensor by Proposition 1.19. \( \square \)

**Lemma 3.4.** If \( X \) is a time independent vector field and \( V = V(t) \) is a time dependent vector field, then

\[
\frac{\partial}{\partial t} \nabla_X V = \left( \frac{\partial}{\partial t} \nabla \right)(X, V) + \nabla_X \frac{\partial V}{\partial t}.
\]

**Proof.** Fix a time independent vector field \( X \). As \( \nabla_X = \nabla^{(t)}_X : \mathcal{X}(M) \to \mathcal{X}(M) \) we see that

\[
\frac{\partial}{\partial t} \nabla_X V \lim_{\delta \to 0} \frac{\nabla^{(t+\delta)}(X, V(t+\delta)) - \nabla^{(t)}(X, V(t))}{\delta}.
\]

Since
\[\nabla^{(t+\delta)}(X, V(t + \delta)) - \nabla^{(t)}(X, V(t)) = \nabla^{(t+\delta)}(X, V(t + \delta)) - \nabla^{(t+\delta)}(X, V(t)) + (\nabla^{(t+\delta)} - \nabla^{(t)}) (X, V(t))\]
\[
= \nabla^{(t+\delta)}(X, V(t + \delta) - V(t)) + (\nabla^{(t+\delta)} - \nabla^{(t)}) (X, V(t)),\]

we conclude that
\[
\frac{\partial}{\partial t} \nabla X V = \lim_{\delta \to 0} \frac{1}{\delta} \nabla^{(t+\delta)}(X, V(t + \delta) - V(t)) + \frac{1}{\delta} (\nabla^{(t+\delta)} - \nabla^{(t)}) (X, V(t))
\]
\[
= \nabla^{(t)} X \left( \lim_{\delta \to 0} \frac{V(t + \delta) - V(t)}{\delta} \right) + \left( \frac{\partial}{\partial t} \nabla \right) (X, V). \quad \square
\]

Furthermore, we would like to differentiate the Christoffel symbols \( \Gamma^k_{ij} = dx^k(\nabla_{\partial_i} \partial_j) \) of the Levi-Civita connection \( \nabla \). To do this, we consider them as a map \( \Gamma : \mathcal{X}(M) \times \mathcal{X}(M) \times \mathcal{T}_0^1(M) \to C^\infty(M) \) defined by \( \Gamma(X, Y, \omega) := \omega(\nabla_X Y) \). With this we proceed in a similar fashion by defining \( \frac{\partial}{\partial t} \Gamma \) to be
\[
\left( \frac{\partial}{\partial t} \Gamma \right)(X, Y, \omega) := \frac{\partial}{\partial t} \Gamma(X, Y, \omega). \quad (3.8)
\]

It is easy to see that \( \frac{\partial}{\partial t} \Gamma \) is tensorial since \( (\frac{\partial}{\partial t} \Gamma)(X, Y, \omega) = \frac{\partial}{\partial t} \omega(\nabla_X Y) = \omega(\frac{\partial}{\partial t} \nabla_X Y) \) and \( \frac{\partial}{\partial t} \nabla \) is a tensor by Lemma 3.3.

### 3.3.2 Variation Formulae of the Curvature.

We now derive evolution equations for geometric quantities under arbitrary metric variations. Note that \( \frac{\partial}{\partial t} T = (\delta \cdot T)(g) = (\delta_h T)(g) \) for a \((k, \ell)-\)tensor \( T \), whenever the direction \( h = \frac{\partial}{\partial t} g \) (where the first variation \( \delta_h \) is taken in the sense of Appendix A).

**Lemma 3.5.** Suppose \( g(t) \) is a smooth one-parameter family of metrics on a manifold \( M \) such that \( \frac{\partial}{\partial t} g = h \). Then
\[
\frac{\partial}{\partial t} g^{ij} = -g^{ik} g^{j\ell} h_{k\ell}. \quad (3.9)
\]

**Proof.** As \( g^{ik} g_{k\ell} = \delta^i_\ell \), we find that \( 0 = (\frac{\partial}{\partial t} g^{ik}) g_{k\ell} + g^{ik} h_{k\ell} \). In which case \( \frac{\partial}{\partial t} g^{ij} = - g^{ik} g^{j\ell} h_{k\ell} = -h^{ij} \). \quad \square

**Proposition 3.6.** Suppose \( g(t) \) is a smooth one-parameter family of metrics on a manifold \( M \) such that \( \frac{\partial}{\partial t} g = h \). Then the Levi-Civita connection \( \Gamma^k_{ij} \) of \( g \) evolves by
\[
\frac{\partial}{\partial t} \Gamma^k_{ij} = \frac{1}{2} g^{kl} \left( (\nabla_j h)(\partial_i, \partial_\ell) + (\nabla_i h)(\partial_j, \partial_\ell) - (\nabla_\ell h)(\partial_i, \partial_j) \right).\]
Proof. As $\frac{\partial}{\partial t} \Gamma$ and $\nabla h$ are tensorial, we are free to work in any local coordinate chart $(x^i)$. In particular, by choosing normal coordinates about a point $p$ (and evaluating the computation at that point), equation (1.9) implies that

$$\frac{\partial}{\partial t} \Gamma^k_{ij} = \frac{1}{2} \left( \frac{\partial}{\partial t} g^{k\ell} \right) \left( \partial_j g_{i\ell} + \partial_i g_{j\ell} - \partial_{\ell} g_{ij} \right) + \frac{1}{2} g^{k\ell} \frac{\partial}{\partial t} \left( \partial_j g_{i\ell} + \partial_i g_{j\ell} - \partial_{\ell} g_{ij} \right).$$

Using Proposition 1.29 we observe that

$$\frac{\partial}{\partial t} \partial_j g_{i\ell} = \partial_j \left( h(\partial_i, \partial_\ell) \right) = (\nabla_j h)(\partial_i, \partial_\ell) + h(\nabla_j \partial_i, \partial_\ell) + h(\partial_i, \nabla_j \partial_\ell),$$

from which the result now follows. □

**Proposition 3.7.** Suppose $g(t)$ is a smooth one-parameter family of metrics on a manifold $M$ such that $\frac{\partial}{\partial t} g = h$. Then the Riemannian curvature tensor evolves by

$$\frac{\partial}{\partial t} R^\ell_{ijk} = \frac{1}{2} g^{\ell p} \left( \nabla_i \nabla_p h_{jk} + \nabla_j \nabla_k h_{ip} - \nabla_i \nabla_k h_{jp} - \nabla_j \nabla_p h_{ik} 
- R_{ijk}^q h_{qp} - R_{ijp}^q h_{qk} \right).$$

Proof. As the expression is tensorial, we are free to work in normal coordinates in a neighbourhood about a point $p$ (and evaluating the expression at that point). Using Lemma 1.46 in these coordinates, we find that

$$\frac{\partial}{\partial t} R^\ell_{ijk} = \frac{\partial}{\partial t} (\partial_j \Gamma^\ell_{ik} - \partial_i \Gamma^\ell_{jk})$$

$$+ \left( \left( \left( \frac{\partial}{\partial t} \Gamma^m_{ik} \right) \Gamma^\ell_{jm} + \Gamma^p_{ik} \left( \frac{\partial}{\partial t} \Gamma^\ell_{jm} \right) \right) \right) - \left( \tau \leftrightarrow \hat{\tau} \right)$$

$$= \partial_j \left( \frac{\partial}{\partial t} \Gamma^\ell_{ik} \right) - \partial_i \left( \frac{\partial}{\partial t} \Gamma^\ell_{jk} \right).$$

From this, together with Proposition 3.6 we have that

$$\partial_j \left( \frac{\partial}{\partial t} \Gamma^\ell_{ik} \right) = \frac{1}{2} g^{\ell p} \left( \nabla_k h_{ip} + \nabla_i h_{kp} - \nabla_p h_{ik} \right)$$

$$+ \frac{1}{2} g^{\ell p} \left( \partial_j \left( \nabla_k h_{ip} + \nabla_i h_{kp} - \nabla_p h_{ik} \right) \right)$$

$$= \frac{1}{2} g^{\ell p} \left( \nabla_j \nabla_k h_{ip} + \nabla_j \nabla_i h_{kp} - \nabla_j \nabla_p h_{ik} \right),$$

where the last equality — using Proposition 1.29 — is due to

$$\partial_j \left( (\nabla h)(\partial_i, \partial_k, \partial_\ell) \right) = (\nabla_j (\nabla h))(\partial_i, \partial_k, \partial_\ell)$$

$$+ (\nabla h)(\nabla_j \partial_i, ...) + \cdots + (\nabla h)(..., \nabla_j \partial_\ell)$$

$$= (\nabla_j \nabla_i h)(\partial_k, \partial_\ell).$$
Therefore,
\[
\frac{\partial}{\partial t} R_{ij\ell} = \frac{1}{2} g^{\ell p} \left( \nabla_j \nabla_k h_{ip} + \nabla_j \nabla_i h_{kp} - \nabla_j \nabla_p h_{ik} \right) - \frac{1}{2} g^{\ell p} \left( \nabla_i \nabla_k h_{jp} + \nabla_i \nabla_j h_{kp} - \nabla_i \nabla_p h_{jk} \right) \tag{3.10}
\]
\[
= \frac{1}{2} g^{\ell p} \left( \nabla_i \nabla_p h_{jk} + \nabla_j \nabla_k h_{i\ell} - \nabla_i \nabla_k h_{j\ell} - \nabla_j \nabla_i h_{k\ell} \right) + \left( R(\partial_i, \partial_j) h(\partial_k, \partial_p) \right) \tag{3.11}
\]

since \( \nabla_j \nabla_i h_{kp} - \nabla_i \nabla_j h_{kp} = (R(\partial_i, \partial_j) h(\partial_k, \partial_p) \) by Proposition 1.44. The desired equation now follows since we find, by Proposition 1.43, that
\[
(R(\partial_i, \partial_j) h(\partial_k, \partial_p) = -R_{ijk}^q h_{qp} - R_{ijp}^q h_{qk} \]

\[\Box\]

**Proposition 3.8.** Suppose \( g(t) \) is a smooth family of metrics on a manifold \( M \) with \( \frac{\partial}{\partial t} g = h \). Then the \((4,0)\)-Riemann curvature tensor \( R \) evolves by
\[
\frac{\partial}{\partial t} R_{ijk\ell} = \frac{1}{2} \left( \nabla_i \nabla_j h_{k\ell} + \nabla_j \nabla_k h_{i\ell} - \nabla_i \nabla_k h_{j\ell} - \nabla_j \nabla_i h_{k\ell} \right) + \frac{1}{2} g^{pq} \left( R_{ijkp} h_{q\ell} + R_{ijp\ell} h_{qk} \right)
\]

**Proof.** As \( R_{ijk\ell} = R_{ijk}^m g_{m\ell} \), we have
\[
\frac{\partial}{\partial t} R_{ijk\ell} = R_{ijk}^q \frac{\partial}{\partial t} g_{q\ell} + g_{at} \frac{\partial}{\partial t} R_{ijk}^a.
\]

Now since
\[
R_{ijk}^q \frac{\partial}{\partial t} g_{q\ell} = g^{pq} R_{ijkp} h_{q\ell},
\]
and (by Proposition 3.8)
\[
g_{at} \frac{\partial}{\partial t} R_{ijk}^a = \frac{1}{2} \left( \nabla_i \nabla_j h_{k\ell} + \nabla_j \nabla_k h_{i\ell} - \nabla_i \nabla_k h_{j\ell} - \nabla_j \nabla_i h_{k\ell} \right) - \frac{1}{2} g^{pq} \left( R_{ijkp} h_{q\ell} + R_{ijp\ell} h_{qk} \right)
\]

the result naturally follows. \(\Box\)

**Proposition 3.9.** Suppose \( g(t) \) is a smooth one-parameter family of metrics on a manifold \( M \) such that \( \frac{\partial}{\partial t} g = h \). Then the Ricci tensor \( \text{Ric} \) evolves by
\[
\frac{\partial}{\partial t} R_{ik} = \frac{1}{2} g^{pq} \left( \nabla_q h_{ik} - \nabla_i h_{qp} + \nabla_q h_{kp} - \nabla_p h_{ik} \right).
\]
Proof. Recall from (3.10) that

\[ \frac{\partial}{\partial t} R_{ijk} = \frac{1}{2} g^{jp} \left( \nabla^2_{j,k} h_{ip} + \nabla^2_{j,i} h_{kp} - \nabla^2_{j,p} h_{ik} - \nabla^2_{i,k} h_{jp} - \nabla^2_{i,j} h_{kp} + \nabla^2_{i,p} h_{jk} \right). \]

From which we find that

\[ \frac{\partial}{\partial t} R_{ik} = \frac{\partial}{\partial t} R_{jk} = \frac{1}{2} g^{jp} \left( \nabla^2_{j,k} h_{ip} - \nabla^2_{i,k} h_{jp} + \nabla^2_{j,i} h_{kp} - \nabla^2_{j,p} h_{ik} \right) + \frac{1}{2} g^{qp} \left( -\nabla^2_{i,q} h_{kp} + \nabla^2_{i,p} h_{qk} \right) \]

□

Proposition 3.10. Suppose \( g(t) \) is a smooth one-parameter family of metrics on a manifold \( M \) with \( \frac{\partial}{\partial t} g = h \). Then the scalar curvature \( \text{Scal} \) evolves by

\[ \frac{\partial}{\partial t} \text{Scal} = -\Delta \text{tr} g + \delta^2 h - \langle h, \text{Ric} \rangle, \]

where \( \delta^2 h = g^{ij} g^{pq} \nabla^2_{q,j} h_{pi} \) is the ‘divergence term’.

Proof. Using equation (3.9) and Proposition 3.9 we find that

\[ \frac{\partial}{\partial t} \text{Scal} = R_{ik} \frac{\partial}{\partial t} g^{ik} + g^{ik} \frac{\partial}{\partial t} R_{ik} = -g^{ij} g^{kl} h_{jk} R_{ik} + \frac{1}{2} g^{jk} g^{pq} \left( \nabla^2_{q,k} h_{ip} - \nabla^2_{i,k} h_{qp} + \nabla^2_{q,i} h_{kp} - \nabla^2_{q,p} h_{ik} \right) = -g^{ij} g^{pq} h_{jq} R_{iq} + g^{ij} g^{pq} \nabla^2_{q,j} h_{ip} - g^{ij} g^{pq} \nabla^2_{i,j} h_{pq} = -h_{jq} R_{iq} + g^{ij} g^{pq} \nabla^2_{q,j} h_{pi} - \Delta \text{tr} g h. \]

\[ \frac{\partial}{\partial t} d\mu(g(t)) = 1 \frac{\partial}{\partial t} h d\mu. \]

To prove this, recall that:

Definition 3.12. The adjunct of a square matrix \( A \) is defined as the transpose of the cofactor matrix of \( A \), that is

\[ \text{adj} A = \begin{pmatrix} \det A_{11} - \det A_{21} & \cdots \\ -\det A_{12} & \det A_{22} & \cdots \\ \vdots & \vdots & \ddots \end{pmatrix} \]

where \( A_{ij} \) is obtained from \( A \) by striking out the \( i \)-th row and the \( j \)-th column.

Also recall that:
Lemma 3.13. If $A$ is a square matrix then $A \text{ adj } A = \text{ det } A I_{n \times n}$. Moreover, if $\text{ det } A \neq 0$ then $A^{-1} = \frac{1}{\text{ det } A} \text{ adj } A$.

So if $A$ is a square matrix with $(i,j)$-th entry $a_{ij}$, we can expand $\text{ det } A$ along the $i$-th row to get: $\text{ det } A = \sum_{k=1}^{n} (-1)^{i+k} A_{ik}$. Therefore by Lemma 3.13 the partial derivative of $\text{ det } A$ with respect to the $(i,j)$-th entry are

$$\frac{\partial}{\partial a_{ij}} \text{ det } A = (-1)^{i+j} \text{ det } A_{ij} = (\text{ adj } A)_{ji} = \text{ det } (A^{-1})_{ji}. \quad (3.12)$$

Proof (Proposition 3.11). In local coordinates $(x^i)$ the volume form can be written as $d\mu = \sqrt{\text{ det } g} dx^1 \wedge \ldots \wedge x^n$. So by (3.12) and the chain rule,

$$\frac{\partial}{\partial t} \sqrt{\text{ det } g} = \frac{1}{2} \frac{1}{\sqrt{\text{ det } g}} \frac{\partial}{\partial t} \text{ det } g = \frac{1}{2} \frac{\partial}{\partial g_{ij}} \text{ det } g \frac{\partial g_{ij}}{\partial t} = \frac{1}{2} \sqrt{\text{ det } g} (g^{-1})_{ji} h_{ij} = \frac{1}{2} g^{ij} h_{ij} \sqrt{\text{ det } g} = \frac{1}{2} \text{ tr } h \sqrt{\text{ det } g}.$$

Thus,

$$\frac{\partial}{\partial t} d\mu = \frac{\partial}{\partial t} \frac{\sqrt{\text{ det } g}}{dx^1 \wedge \ldots \wedge x^n} = \frac{1}{2} \text{ tr } h d\mu. \quad \square$$

3.4 Evolution of the Curvature Under the Ricci Flow

Using the results of the previous sections, it is now a relatively easy task to derive the evolution equations of the curvature, and its various traces, under the Ricci flow.

Theorem 3.14. Suppose $g(t)$ is a solution of the Ricci flow, the the $(4,0)$-Riemannian tensor $R$ evolves by

$$\frac{\partial}{\partial t} R_{ijk\ell} = \Delta R_{ijk\ell} + 2(B_{ijk\ell} - B_{ij\ell k} - B_{i\ell j k} + B_{i k j \ell}) - g^{pq}(R_{pjk\ell} R_{qi} + R_{ipk\ell} R_{qj} + R_{ijkp} R_{q\ell} + R_{ijp\ell} R_{qk}).$$

Proof. By Proposition 3.8 with $\frac{\partial}{\partial t} g_{ij} = -2R_{ij}$, the time derivative of $R_{ijk\ell}$ satisfies

$$\nabla_i \nabla_j R_{k\ell} + \nabla_j \nabla_k R_{i\ell} - \nabla_k \nabla_i R_{j\ell} - \nabla_i \nabla_j R_{k\ell} = -\frac{\partial}{\partial t} R_{ijk\ell} - g^{pq}(R_{ijkp} R_{q\ell} + R_{ijp\ell} R_{qk}).$$
By Proposition 3.2 with indices \( k \) and \( \ell \) switched, the Laplacian of \( R \) satisfies
\[
\nabla^2 R - \nabla^2 R - \nabla^2 R = \Delta R + 2(B_{ijk \ell} - B_{ij k \ell} - B_{i k j \ell} + B_{i j k \ell}) - g^{pq}(R_{qj \ell k} R_{pi} + R_{iq \ell k} R_{pj}) - g^{pq}(R_{ij k p} R_{q \ell} + R_{ij p \ell} R_{q k}).
\]
Combining these equations gives
\[
-\Delta R = \Delta R = -\frac{\partial}{\partial t} R + 2(B_{ijk \ell} - B_{ij k \ell} - B_{i k j \ell} + B_{i j k \ell}) - g^{pq}(R_{qj \ell k} R_{pi} + R_{iq \ell k} R_{pj}) - g^{pq}(R_{ij k p} R_{q \ell} + R_{ij p \ell} R_{q k}). \quad \Box
\]
We can also derive, without too much effort, the evolution of the following quantities under the Ricci flow.

**Corollary 3.15.** Under the Ricci flow, the connection coefficients evolve by
\[
\frac{\partial}{\partial t} \Gamma^k_{ij} = -g^{k \ell} \left( (\nabla_j \text{Ric})(\partial_i, \partial_\ell) + (\nabla_i \text{Ric})(\partial_j, \partial_\ell) - (\nabla_\ell \text{Ric})(\partial_i, \partial_j) \right).
\]

**Corollary 3.16.** Under the Ricci flow, the volume form of \( g \) evolves by
\[
\frac{\partial}{\partial t} d\mu = -\text{Scal} \, d\mu.
\]

**Corollary 3.17.** Under the Ricci flow,
\[
\frac{\partial}{\partial t} R = \Delta R + \nabla^2 R + g^{pq}(\nabla^2 R_{q,i} R_{kp} + \nabla^2 R_{q,k} R_{ip}),
\]
\[
\frac{\partial}{\partial t} \text{Scal} = 2\Delta \text{Scal} - 2g^{ij}g^{pq} \nabla^2 R_{q,j} R_{pi} + 2|\text{Ric}|^2.
\]
The proof of these corollaries follow easily by substituting \( \frac{\partial}{\partial t} g_{ij} = -2R_{ij} \) into Propositions 3.6, 3.11, 3.10 respectively. We note that the formula in the last corollary can be simplified as follows.

**Corollary 3.18.** Under the Ricci flow,
\[
\frac{\partial}{\partial t} R = \Delta R + 2g^{pq} g^{rs} R_{pikr} R_{qs} - 2g^{pq} R_{ip} R_{qk}.
\]

**Proof.** By (3.9) the time derivative of \( R \) is \( \frac{\partial}{\partial t} R = g^{ij} R_{ij k \ell} - 2g^{ip} g^{\ell q} R_{pq} R_{ijk \ell} \). Substituting the expression for \( \frac{\partial}{\partial t} R_{ij k \ell} \) in Theorem 3.14 (with \( g^{ij} \Delta R_{ij k \ell} = \Delta R \)) results in
\[
\frac{\partial}{\partial t} R = \Delta R + 2g^{ij} (B_{ijk \ell} - B_{ij k \ell} - B_{i k j \ell} + B_{i j k \ell}) - g^{ij} g^{pq} (R_{pjk \ell} R_{qi} + R_{ip \ell k} R_{qj} + R_{ijp \ell} R_{qk} + R_{ij k p} R_{q \ell}).
\]
As we find that
\[ 2g^{j\ell}(B_{i j k \ell} - B_{i j \ell k} - B_{i \ell j k} + B_{i k j \ell}) \]
\[ = 2g^{j\ell}B_{i j k \ell} - 2g^{j\ell}(B_{i \ell j k} + B_{i j \ell k}) + 2g^{pr}g^{qs}R_{piqk}R_{rs} \]
\[ = 2g^{j\ell}B_{i j k \ell} - 4g^{j\ell}B_{i j \ell k} + 2g^{pr}g^{qs}R_{piqk}R_{rs} \]
\[ = 2g^{j\ell}(B_{i j k \ell} - 2B_{i j \ell k}) + 2g^{pr}g^{qs}R_{piqk}R_{rs} \]
and
\[ g^{j\ell}g^{pq}(R_{pj k \ell}R_{qi} + R_{ip k \ell}R_{qj} + R_{ij p \ell}R_{qk} + R_{ij k p}R_{q\ell}) \]
\[ = 2g^{pq}R_{pi}R_{qk} + g^{j\ell}g^{pq}R_{ip k \ell}R_{qj} + g^{j\ell}g^{pq}R_{ij k p}R_{q\ell} \]
\[ = 2g^{pq}R_{pi}R_{qk} + 2g^{pr}g^{qs}R_{piqk}R_{rs}, \]
it follows that
\[ \frac{\partial}{\partial t}R_{ik} = \Delta R_{ik} + 2g^{j\ell}(B_{i j k \ell} - 2B_{i j \ell k}) + 2g^{pr}g^{qs}R_{piqk}R_{rs} - 2g^{pq}R_{pi}R_{qk}. \]
The desired result now follows from the following claim.

**Claim.** For any metric \( g_{ij} \), the tensor \( B_{ijk\ell} \) satisfies the identity
\[ g^{j\ell}(B_{i j k \ell} - 2B_{i j \ell k}) = 0. \]

**Proof of Claim.** Using the Bianchi identities,
\[ g^{j\ell}B_{i j k \ell} = g^{j\ell}g^{pr}g^{qs}R_{piqj}R_{rks\ell} \]
\[ = g^{j\ell}g^{pr}g^{qs}R_{pqij}R_{rks\ell} \]
\[ = g^{j\ell}g^{pr}g^{qs}(R_{piqj} - R_{pjqi})(R_{rks\ell} - R_{r\ellsk}) \]
\[ = 2g^{j\ell}(B_{i j k \ell} - B_{i j \ell k}). \]

**Corollary 3.19.** Under the Ricci flow,
\[ \frac{\partial}{\partial t}\text{Scal} = \Delta\text{Scal} + 2|Ric|^2. \]

**Proof.** From Corollary 3.17 it suffices to show that
\[ 2g^{ij}g^{pq}\nabla^2_{q j}R_{pi} = g^{pq}\nabla_q \nabla_p\text{Scal} = \Delta\text{Scal}. \]
To do this we claim:
**Claim.** The identity
\[ \frac{1}{2} \nabla_q \nabla_p\text{Scal} = g^{ij}\nabla_q \nabla_j R_{pi} \]
holds true.
Proof of Claim. By the contracted second Bianchi identity (1.16),
\[
\frac{1}{2} (\nabla \text{Scal})(\partial_p) = \frac{1}{2} \nabla_p \text{Scal} = g^{ij} \nabla_j R_{pi} = (g^{-1} \otimes \nabla \text{Ric})(\partial_i, \partial_j, \partial_j, \partial_p, \partial_i) \\
= (\text{tr}_{14} \text{tr}_{23} g^{-1} \otimes \nabla \text{Ric})(\partial_p) \\
= (\text{tr} g^{-1} \otimes \nabla \text{Ric})(\partial_p).
\]
As \(\nabla_q (\text{tr} g^{-1} \otimes \nabla \text{Ric}) = \text{tr} g^{-1} \otimes \nabla_q (\nabla \text{Ric})\) we find that
\[
\frac{1}{2} \nabla_q \nabla_p \text{Scal} = \frac{1}{2} (\nabla_q (\nabla \text{Scal}))(\partial_p) \\
= (\text{tr} g^{-1} \otimes \nabla_q (\nabla \text{Ric}))(\partial_p) \\
= g^{ij} \nabla_q \nabla_j R_{pi}.
\]
\[\square\]
Remark 3.20. The evolution of the scalar curvature by Corollary 3.19 provides a simple illustration of the fact that the Ricci flow ‘prefers’ positive curvature. In this case the two components \(\Delta \text{Scal}\) and \(2 |\text{Ric}|^2\) can be interpreted in the following way: The dissipative term \(\Delta \text{Scal}\) reflects the fact that a point in \(M\) with a higher average curvature than its neighbours will tend to revert to the mean. The nonlinear term \(2 |\text{Ric}|^2\) reflects the fact that if one is in a positive curvature region (e.g. a region behaving like a sphere), then the metric will contract, thus increasing the curvature to be even more positive. Conversely, if one is in a negative curvature region (such as a region behaving like a saddle), then the metric will expand, thus weakening the negativity of curvature. In both cases the curvature is trending upwards, consistent with the non-negativity of \(2 |\text{Ric}|^2\).

3.5 A Closer Look at the Curvature Tensor

So far we have managed to derive, in Theorem 3.14, a heat-type evolution equation for the curvature tensor under the Ricci flow. As we seek to deform the metric so it has constant sectional curvature, we need to look at the relationship between the algebraic properties of the curvature tensor and the global topological and geometry of the manifold.

In three dimensions the curvature is relatively simple algebraically, and in four dimensions still somewhat tractable, but in higher dimensions the curvature becomes very complicated and hard to study. To get a glimpse of this we will look closely at the algebraic structure, in particular that of the Weyl curvature tensor. To do this though, we first need to define the following product.

3.5.1 Kulkarni-Nomizu Product. Given two \((2,0)\)-tensors we want to build a \((4,0)\)-tensor that has the same symmetries as that of the algebraic Riemannian curvature tensor (that is, a \((4,0)\)-tensor that satisfies symmetry properties (i)–(iv) in Section 1.7.4.1). To do this we need a map, called the
Kulkarni-Nomizu product, of the form
\[ \otimes : \text{Sym}^2(M) \times \text{Sym}^2(M) \to \text{Curv}(M), \]
where \( \text{Sym}^2(M) \) is the bundle of symmetric \((2,0)\)-tensors and \( \text{Curv}(M) \) is the bundle of curvature tensors. Thus given \( \alpha, \beta \in \text{Sym}^2(M) \) we require the product \( \alpha \otimes \beta \) to satisfy the following symmetries:

(a) Antisymmetric in the first two arguments: 
\[ (\alpha \otimes \beta)_{ijkl} = - (\alpha \otimes \beta)_{jikl} \]
(b) Antisymmetric in the last two arguments: 
\[ (\alpha \otimes \beta)_{ijkl} = - (\alpha \otimes \beta)_{ijlk} \]
(c) Symmetric paired arguments: 
\[ (\alpha \otimes \beta)_{ijkl} = (\alpha \otimes \beta)_{klij} \]
(d) Satisfy the Bianchi identity: 
\[ (\alpha \otimes \beta)_{ijkl} + (\alpha \otimes \beta)_{jikl} + (\alpha \otimes \beta)_{kijl} = 0 \]

A natural way to build \( \alpha \otimes \beta \) is to use the tensor product. By linearity we expect \( \alpha \otimes \beta \) to be a sum of \( \alpha \otimes \beta \) with components permuted in such a way that the symmetries matches that of the algebraic Riemann curvature tensor. Hence all that is needed is to find the correct permutations.

Now as \( \alpha \) and \( \beta \) are symmetric, terms of the form \( \alpha_{ij} \beta_{k\ell} \) are disallowed since this would contradict (a) and (b). So we need to mix \( i, j \) with \( k, \ell \) across the tensors \( \alpha \) and \( \beta \). If we na"ively suppose one of the terms is \( \alpha_{ik} \beta_{j\ell} \), then (c) implies we will also need \( \alpha_{j\ell} \beta_{ik} \) and by (a), (b) we will also need \(-\alpha_{jk} \beta_{i\ell} \) and \(-\alpha_{i\ell} \beta_{jk} \). Therefore by defining
\[ (\alpha \otimes \beta)_{ijkl} := \alpha_{ik} \beta_{j\ell} + \alpha_{j\ell} \beta_{ik} - \alpha_{jk} \beta_{i\ell} - \alpha_{i\ell} \beta_{jk} \]
or alternatively
\[ (\alpha \otimes \beta)(v_1, v_2, v_3, v_4) = (\alpha \otimes \beta)(v_1, v_3, v_2, v_4) + (\alpha \otimes \beta)(v_2, v_4, v_1, v_3) - (\alpha \otimes \beta)(v_1, v_4, v_2, v_3) - (\alpha \otimes \beta)(v_2, v_3, v_1, v_4), \]
properties (a)–(c) are immediately satisfied; inspection also shows that the Bianchi identity holds as well. Thus we have constructed a \((4,0)\)-tensor that has all of the symmetries of that of the algebraic curvature tensor.

### 3.5.2 Weyl Curvature Tensor.
The Weyl curvature tensor is defined to be the *traceless component* of the Riemann curvature tensor. It can be obtained from the full curvature tensor \( R \) by subtracting out various traces. To find an exact expression, we seek to subtract a tensor \( C \) which is the sum of the scalar and traceless Ricci parts of \( R \), with the additional conditions that \( C \) must have the same traces and algebraic structures as that of \( R \). By using the Kulkarni-Nomizu product, we consider the tensor \( C \) as taking the form
\[ C = c_1 \text{Scal} g \otimes g + c_2 \tilde{\text{Ric}} \otimes g, \]
where the traceless Ricci tensor \( \tilde{\text{Ric}} := \text{Ric} - \frac{\text{Scal}}{n} g \), since \( g^{ik} \tilde{\text{Ric}}_{ik} = \text{Scal} - \frac{\text{Scal}}{n} g^{ik} \text{Ric}_{ik} = \text{Scal} - \frac{\text{Scal}}{n} \delta_i^i = 0. \)
where \( c_1 \) and \( c_2 \) are scalars. As \( \text{tr} R = \text{tr} C \), where the trace is taken over any pair of indices, we must have

\[
\text{Ric}_{ik} = g^{j\ell} R_{ij\ell k} = g^{j\ell} C_{ij\ell k}.
\]

Now since

\[
C_{ij\ell k} = 2c_1 \text{Scal}(g_{ik} g_{j\ell} - g_{i\ell} g_{jk}) \\
+ c_2 (\text{Ric}_{ik} g_{j\ell} + \text{Ric}_{j\ell} g_{ik} - \text{Ric}_{i\ell} g_{jk} - \text{Ric}_{jk} g_{i\ell}),
\]

it follows that

\[
\frac{1}{n} \text{Scal}\ g_{ik} + \text{Ric}_{ik} = \text{Ric}_{ik} = g^{j\ell} C_{ij\ell k} \\
= 2c_1 (n - 1) \text{Scal}\ g_{ik} + c_2 (n - 2) \text{Ric}_{ik}.
\]

In which case the scalars \( c_1 = \frac{1}{2n(n-1)} \) and \( c_2 = \frac{1}{n-2} \).

Therefore the Weyl tensor \( W \) must be of the form

\[
\text{Weyl} = R - \frac{1}{n-2} \text{Ric} \otimes g - \frac{\text{Scal}}{2n(n-1)} g \otimes g.
\] (3.14)

Alternatively, by using \( \text{Ric} = \text{Ric} - \frac{\text{Scal}}{n} g \), we could also write

\[
\text{Weyl} = R - \frac{1}{n-2} \text{Ric} \otimes g + \frac{\text{Scal}}{2(n-1)(n-2)} g \otimes g.
\] (3.15)

Since \( W \) is defined using the Kulkarni-Nomizu product it has the same symmetries as the curvature tensor, but by definition all of its traces vanish. Indeed, one can check by hand that \( W_{ijk}^j = 0 \), or indeed any other trace, as per definition. Also note that

\[
\left| R \right|^2 = \left| \frac{\text{Scal}}{2n(n-1)} g \otimes g \right|^2 + \left| \frac{1}{n-2} \text{Ric} \otimes g \right|^2 + \left| \text{Weyl} \right|^2
\]

as the decomposition is orthogonal and that the metric \( g \) has constant sectional curvature if and only if \( \text{Ric} = 0 \) and \( \text{Weyl} = 0 \) (cf. Section 11.3.1).

**3.5.3 Sphere Theorem of Huisken-Margerin-Nishikawa.** In three dimensions the Weyl tensor vanishes, and the curvature can be understood solely in terms of the Ricci tensor (see Section 6.5.3 for one way of doing this). One of the first insights into the differentiable pinching problem, for dimensions \( n \geq 4 \), was made independently by Huisken [Hui85], Nishikawa [Nis86] and Margerin [Mar86]. By using the Ricci flow, they were able show that a manifold is diffeomorphic to a spherical space form, provided the norm
of the Weyl curvature tensor and the norm of the traceless Ricci tensor are not too large compared to the scalar curvature at each point.

**Theorem 3.21.** Let \( n \geq 4 \). If the curvature tensor of a smooth compact \( n \)-dimensional Riemannian manifold \( M \) of positive scalar curvature satisfies

\[
|\text{Weyl}|^2 + \left| \frac{1}{n-2} \text{Ric} \otimes g \right|^2 \leq \delta_n \frac{2}{n(n-1)} \text{Scal}^2
\]  

(3.16)

with \( \delta_4 = \frac{1}{5} \), \( \delta_5 = \frac{1}{10} \), and \( \delta_n = \frac{2}{(n-2)(n+1)} \) for \( n \geq 6 \), then the Ricci flow has a solution \( g(t) \) on a maximal finite time interval \([0, T)\), and \( \frac{g(t)}{2(n-1)(T-t)} \) converges in \( C^\infty \) to a metric of constant curvature 1 as \( t \to \infty \). In particular, \( M \) is diffeomorphic to a spherical space form.

**Remark 3.22.** The Riemann curvature tensor can be considered as an element of the vector space of symmetric bilinear forms acting on the space \( \bigwedge^2 TM \) (see Section 11.2). The inequality (3.16) defines a cone in this vector space around the line of constant curvature tensors, in which the Riemann tensor must lie. In Chapters 11 and 12 we will return to this idea of constructing cones in the space of curvature tensors.

The technique of the proof follows Hamilton’s original paper [Ham82b]. The approach is to show that if the scalar-free part of the curvature is small compared to the scalar curvature initially, then it must remain so for all time. In which case we need to show, under the hypothesis (3.16) with an appropriate \( \delta_n \), there exists \( \varepsilon > 0 \) such that

\[
|\text{Weyl}|^2 + \left| \frac{1}{n-2} \text{Ric} \otimes g \right|^2 \leq \delta_n (1 - \varepsilon)^2 \frac{2}{n(n-1)} \text{Scal}^2
\]

(3.17)

remains valid as long as the solution to the Ricci flow exists for times \( t \in \[0, T)\). This is achieved by working with

\[
\dot{R} := R - \frac{2}{n(n-1)} \text{Scal} \ g \otimes g,
\]

which measures the failure of \( g \) to have (pointwise) constant positive sectional curvature (cf. Section 11.3.1). It is proved using the maximum principle (which we discuss in Chapter 6) that a bound can be obtained on a function of the form

\[
F_\sigma = \frac{|\dot{R}|^2}{\text{Scal}^{2-\sigma}},
\]

for \( \sigma \geq 0 \), yielding the following result:

\[3\] The quantity \( |\dot{R}|^2 \) is a higher dimensional analogue of the quantity \( |\text{Ric}|^2 = |\text{Ric}|^2 - \frac{1}{3} \text{Scal}^2 \) used by Hamilton [Ham82b] in the \( n = 3 \) case, which measures how far the eigenvalues of the Ricci tensor diverge from each other.
Proposition 3.23 ([Hui85 Sect. 3]). If the inequality (3.17), that is

\[ |\hat{\mathcal{R}}|^2 \leq \delta_n (1 - \varepsilon)^2 \frac{2}{n(n - 1)} \text{Scal}^2, \]

holds at time \( t = 0 \), then it remains so on \( 0 \leq t < T \). Moreover, there are constants \( C < \infty \) and \( \sigma > 0 \), depending on \( n \) and the initial metric, such that

\[ |\hat{\mathcal{R}}|^2 \leq C \text{Scal}^{2-\sigma} \]

holds for \( 0 \leq t < T \).

Remark 3.24. From this analysis we see that the main obstacle to obtaining similar sphere-type theorem, under weaker pinching conditions than that of Theorem 3.21, is the Weyl curvature tensor \( W \). Controlling the behaviour of \( W \) under the Ricci flow, for dimensions \( n \geq 4 \), has proved to be a major technical hurdle, which was finally overcome by the efforts of Böhm and Wilking [BW08]. We discuss their method in Chapter 11.
Chapter 4
Short-Time Existence

An important foundational step in the study of any system of evolutionary partial differential equations is to show short-time existence and uniqueness. For the Ricci flow, unfortunately, short-time existence does not follow from standard parabolic theory, since the flow is only weakly parabolic. To overcome this, Hamilton’s seminal paper [Ham82b] employed the deep Nash-Moser implicit function theorem to prove short-time existence and uniqueness. A detailed exposition of this result and its applications can be found in Hamilton’s survey [Ham82a]. DeTurck [DeT83] later found a more direct proof by modifying the flow by a time-dependent change of variables to make it parabolic. It is this method that we will follow.

4.1 The Symbol

To investigate short-time existence and uniqueness for the Ricci flow, one naturally looks to the theory of non-linear PDE’s on vector bundles. Here we establish the symbol which will be used to determine a PDE’s type.

4.1.1 Linear Differential Operators. Let $E$ and $F$ be bundles over a manifold $M$. We say $L : \Gamma(E) \to \Gamma(F)$ is a linear differential operator of order $k$ if it is of the form

$$L(u) = \sum_{|\alpha| \leq k} L_\alpha \partial^\alpha u,$$

where $L_\alpha \in \text{Hom}(E, F)$ is a bundle homomorphism and $\alpha$ is a multi-index.

Example 4.1. Let $(e_k)$ be local frame for $E$ over a neighbourhood of $p \in M$ with local coordinates $(x^i)$. Then a second order linear differential operator $P : \Gamma(E) \to \Gamma(E)$ has the form

$$P(u) = \left( (\lambda_{ij})_\ell^k \frac{\partial^2 u^\ell}{\partial x^i \partial x^j} + (\mu_i)_\ell^k \frac{\partial u^\ell}{\partial x^i} + \nu^k u^\ell \right) e_k.$$
Here $\lambda \in \Gamma(\text{Sym}^2(T^*M) \otimes \text{Hom}(E,E))$, while $\mu \in \Gamma(T^*M \otimes \text{Hom}(E,E))$ and $\nu \in \Gamma(\text{Hom}(E,E))$.

The total symbol $\sigma$ of $L$ in direction $\zeta \in \mathcal{X}(M)$ is the bundle homomorphism

$$\sigma[L](\zeta) = \sum_{|\alpha| \leq k} L_\alpha \zeta^\alpha.$$ 

Thus in Example 4.1, $(\sigma[P](\zeta))(u) = ((\lambda_{ij})^k_\ell \zeta^i \zeta^j u^\ell + (\mu_i)\ell_k \zeta^i u^\ell + \lambda_k u^\ell)e_k$. In the familiar case of scalar equations, the bundle is simply $M \times \mathbb{R}$ so that $\text{Hom}(E,E)$ is one-dimensional, and we can think of $\lambda$ as a section of $\text{Sym}^2(T^*M)$, $\mu$ as a vector field and $\nu$ as a scalar function.

The principal symbol $\hat{\sigma}$ of $L$ in direction $\zeta$ is defined to be the bundle homomorphism of only the highest order terms, that is

$$\hat{\sigma}[L](\zeta) = \sum_{|\alpha|=k} L_\alpha \zeta^\alpha.$$ 

The principal symbol captures algebraically the analytic properties of $L$ that depend only on its highest derivatives. In Example 4.1, the principal symbol in direction $\zeta$ is $\hat{\sigma}[P](\zeta) = (\lambda_{ij})^\ell_k \zeta^i \zeta^j (e^\ell) \otimes e_k$. As Hamilton noted in [Ham82b, Sect. 4], computing the symbol is easily obtained (at least heuristically) by replacing the derivative $\frac{\partial}{\partial x^i}$ by the Fourier transformation variable $\zeta_i$.

The principal symbol determines whether an evolution equation is parabolic type: We say a differential operator $L$ of order $2m$ is elliptic if for every direction $\zeta \in T_x M$ the eigenvalues of the principal symbol $\hat{\sigma}[L](\zeta)$ have strictly positive real part, or equivalently if there exists $c > 0$ such that for all $\zeta$ and $u$ we have $\langle \hat{\sigma}[L](\zeta) u, u \rangle \geq c|\zeta|^{2m}|u|^2$. This implies in particular that the principal symbol in any direction is a linear isomorphism of the fibre. A linear equation of the form $\partial_t u = Lu$ is parabolic if $L$ is elliptic.

An important property of the principal symbol is the following: If $G$ in another vector bundle over $M$ with a operator $O : \Gamma(F) \to \Gamma(G)$ of order $\ell$, then the symbol of $O \circ L$ in direction $\zeta$ is the bundle homomorphism

$$\sigma[O \circ L](\zeta) = \sigma[O](\zeta) \circ \sigma[L](\zeta) : E \to G \quad (4.1)$$ 

It is of degree at most $k + \ell$ in direction $\zeta$.

### 4.1.2 Nonlinear Differential Operators

When faced with a nonlinear partial differential equation, one attempts to linearise the equation in such a way that linear theory can be applied. That is, if one has a solution $u_0$ to a given nonlinear PDE, it is possible to linearise the equation by considering a smooth family $u = u(s)$ of solutions with a variation $v = \delta u = \frac{\partial}{\partial s} u|_{s=0}$. By differentiating the PDE with respect to $s$, the result is a linear PDE in terms of $v$.

For example, if the nonlinear PDE is of the form
\[
\frac{\partial u}{\partial t} = F(D^2 u, Du, u, x, t),
\]
where \(F = F(p, q, r, x, t) : \text{Sym}^2(\mathbb{R}^n) \times \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}\). The linearisation about a solution \(u_0\) is given by
\[
\frac{\partial v}{\partial t} = \frac{\partial F}{\partial p} \bigg|_{u_0} D_i D_j v + \frac{\partial F}{\partial q} \bigg|_{u_0} D_k v + \frac{\partial F}{\partial r} \bigg|_{u_0} v.
\]
The result is a linear PDE with coefficients depending on \(u_0\).

Moreover for a (nonlinear) differential operator \(P : \Gamma(E) \rightarrow \Gamma(F)\) with a given solution \(u_0\), the linearisation \(DP\) of \(P\) at \(u_0\) (if it exists) is defined to be the linear map \(DP : \Gamma(E) \rightarrow \Gamma(F)\) given by
\[
DP \big|_{u_0}(v) = \frac{\partial}{\partial t} P(u(t)) \bigg|_{t=0},
\]
where \(u(0) = u_0\) and \(u'(0) = v\). From this, we say a nonlinear equation is parabolic if and only if its linearisation about any \(u_0 \in \Gamma(E)\) is parabolic.

Of particular interest is the evolution equation of the form
\[
\frac{\partial f}{\partial t} = \mathcal{E}(f),
\]
where \(\mathcal{E}(f)\) is a nonlinear differential operator of degree 2 in \(f\) over a bundle \(\pi : E \rightarrow M\). If \(\bar{f}\) is a variation of \(f\) then
\[
\frac{\partial \bar{f}}{\partial t} = D\mathcal{E} \big|_f(\bar{f})
\]
where \(D\mathcal{E} \big|_f\) is the linear operator of degree 2. If \(D\mathcal{E} \big|_f\) is elliptic, then the evolution equation \(\frac{\partial f}{\partial t} = \mathcal{E}(f)\) has a unique smooth solution for the initial value problem \(f = f_0\) at \(t = 0\) for at least a short time interval \(0 \leq t < \varepsilon\) (where \(\varepsilon\) may depend on the initial data \(f_0\)).

### 4.2 The Linearisation of the Ricci Tensor

When considering the Ricci flow \(\frac{\partial}{\partial t} g = -2\text{Ric}(g)\), one would like to regard the Ricci tensor as a nonlinear partial differential operator on the space of metrics \(g\). That is, as an operator \(\text{Ric} : \Gamma(\text{Sym}^2T^*M) \rightarrow \Gamma(\text{Sym}^2T^*M)\). By using the variation formula from Proposition 3.9 with \(h_{ij} = \frac{\partial}{\partial t} g_{ij}\), the linearisation of \(\text{Ric}\) is given by
\[
(D\text{Ric}_g)(h)_{ik} = \frac{\partial}{\partial t} \text{Ric}_g(g(t)) \bigg|_{t=0}
= \frac{1}{2} g^{pq} \left( \nabla_q \nabla_k h_{ip} + \nabla_q \nabla_i h_{kp} - \nabla_i \nabla_k h_{qp} - \nabla_q \nabla_p h_{ik} \right).
\]
So the principal symbol

\[ \sigma[D\text{Ric}_g] : \text{Sym}^2 T^*M \to \text{Sym}^2 T^*M \]

in direction \( \zeta \) can be obtained by replacing the covariant derivative \( \nabla_i \) by the covector \( \zeta_i \). Hence

\[
(\sigma[D\text{Ric}_g] \zeta)(h)_{ik} = \frac{1}{2} g^{pq} \left( \zeta_q \zeta_k h_{ip} + \zeta_q \zeta_i h_{kp} - \zeta_i \zeta_k h_{qp} - \zeta_q \zeta_p h_{ik} \right) \tag{4.2}
\]

### 4.3 Ellipticity and the Bianchi Identities

In investigating the principal symbol \( \sigma[D\text{Ric}(g)] \), Hamilton [Ham82b, Sect. 4] observed that the failure of ellipticity is principally due to the Bianchi identities. We present this result with a discussion on the link between the Bianchi identities and the diffeomorphism invariance of the curvature tensor.

The result of this investigation shows the failure of Ricci flow to be parabolic is a consequence of its geometric nature.

To begin, recall that the divergence operator \( \delta_g : \Gamma(\text{Sym}^2 T^*M) \to \Gamma(T^*M) \) is defined by

\[
(\delta_g h)_k = -g^{ij} \nabla_i h_{jk}. \tag{4.3}
\]

The adjoint of \( \delta_g \), denoted by \( \delta_g^* : \Gamma(T^*M) \to \Gamma(\text{Sym}^2 T^*M) \), with respect to the \( L^2 \)-inner product is given by

\[
(\delta_g^* \omega)_{jk} = \frac{1}{2} (\nabla_j \omega_k + \nabla_k \omega_j) = \frac{1}{2} (\mathcal{L}_\omega^* g)_{jk}. \tag{4.4}
\]

Now consider the composition

\[ \text{D} \text{Ric}(g) \circ \delta_g^* : \Gamma(T^*M) \to \Gamma(\text{Sym}^2 T^*M). \]

By (4.1) this is \textit{a priori} a \( (2+1) \)-order differential operator, so its principal symbol \( \sigma[D\text{Ric}_g \circ \delta_g^*](\zeta) \) is the degree 3 part of its total symbol. However, by commuting derivatives and the contracted second Bianchi identity one can show that

\[
(D\text{Ric}(g) \circ \delta_g^*)(\omega) = \frac{1}{2} (\omega^p \nabla_p R_{ik} + R^p_k \nabla_i \omega_p + R^p_i \nabla_j \omega_p) = \frac{1}{2} \mathcal{L}_\omega^* (\text{Ric}(g)).
\]

As the right-hand side involves only \textit{one} derivative of \( \omega \), its total symbol is of degree at most 1. In other words, the principal (degree 3) symbol \( \sigma[D\text{Ric}_g \circ \delta_g^*](\zeta) \) is in fact the zero map. Thus

\[
0 = \sigma[D\text{Ric}_g \circ \delta_g^*](\zeta) = \sigma[D\text{Ric}_g](\zeta) \circ \sigma[\delta_g^*](\zeta),
\]

\[1 \text{ Since } \int_M (\delta_g h)^k \omega_k d\mu = \int_M h^{jk} (\delta_g^* \omega)_{jk} d\mu, \text{ for compact } M. \]
and so \( \text{Im} \hat{\sigma}[\delta^*_g](\zeta) \subset \ker \hat{\sigma}[\text{DRic}_g](\zeta) \). Therefore \( \hat{\sigma}[\text{DRic}_g](\zeta) \) has at least an \( n \)-dimensional kernel in each fibre.

In fact one can go further by showing \( \dim \ker \hat{\sigma}[\text{DRic}_g](\zeta) = n \). Here we briefly sketch the idea as follows: First consider the first order linear operator \( B_g : \Gamma(\text{Sym}^2 T^*M) \to \Gamma(T^*M) \) defined by

\[
B_g(h)_k = g^{ij}(\nabla_i h_{jk} - \frac{1}{2} \nabla_k h_{ij}).
\]  

(4.5)

As any metric satisfies the contracted second Bianchi identity,

\( B_g(\text{Ric}(g)) = 0 \).

By linearising this PDE we obtain

\[
B_g((\text{DRic}_g)(h)) + (DB_g)(\text{Ric}(g + h)) = 0.
\]

Now \( B_g \circ \text{DRic}_g \) is \( a \text{ priori} \) a degree 3 differential operator. However \( DB_g \) is of order 1, so its degree 3 symbol is zero. Thus the principal (degree 3) symbol \( \hat{\sigma}[B_g \circ D(\text{Ric}_g)](\zeta) \) must be the zero map, and so

\[
\text{Im} \hat{\sigma}[\text{DRic}_g](\zeta) \subset \ker \hat{\sigma}[B_g](\zeta) \subset \text{Sym}^2 T^*M.
\]

From here one can combine maps \( B_g \circ \text{DRic}_g \) and \( \text{DRic}_g \circ \delta^*_g \) to show

\[
0 \to T^*M \xrightarrow{\hat{\sigma}_g[\delta^*_g]} \text{Sym}^2 T^*M \xrightarrow{\hat{\sigma}_g[\text{DRic}_g]} \text{Sym}^2 T^*M \xrightarrow{\hat{\sigma}_g[B_g]} T^*M \to 0
\]

constitutes a short exact sequence. A discussion on this can be found in [CK04, pp. 77-8]. The desired result follows, however the emphasis lies in the fact there are no degeneracies other than those implied by the contracted second Bianchi identity.

### 4.3.1 Diffeomorphism Invariance of Curvature and the Bianchi Identities.

So far we have seen the degeneracy of the Ricci tensor results from the contracted second Bianchi identity. In this section we show the Bianchi identities are a consequence of the invariance of the curvature tensor under the full diffeomorphism group (which is of course infinite dimensional). An upshot of this — as mentioned in [Kaz81] — is a natural and conceptually transparent proof of the Bianchi identities. As a consequence, the failure of \( \text{Ric}(g) \) to be (strongly) elliptic is due entirely to this geometric invariance.

The simplest illustration of this involves the scalar curvature \( \text{Scal} \). To start, let \( \phi_t \) be the one-parameter group of diffeomorphisms generated by the vector field \( X \) with \( \phi_0 = \text{id}_M \). By the diffeomorphism invariance of the curvature,

\[
\phi^*_t(\text{Scal}(g)) = \text{Scal}(\phi^*_t g).
\]

Now the linearisation of \( \text{Scal} \) is given by
\[ \text{DScal}_g(\mathcal{L}_X g) = \frac{d}{dt} \text{Scal}(\phi_t^* g) \bigg|_{t=0} = \frac{d}{dt} \phi_t^* (\text{Scal}(g)) \bigg|_{t=0} = \mathcal{L}_X \text{Scal} = \nabla_X \text{Scal}. \]

On the other hand, Proposition 3.10 implies that
\[ \text{DScal}_g(h) = - \Delta \text{tr}_g h + \delta^2 h - \langle h, \text{Ric} \rangle 
= -g^{ij} g^{k\ell} (\nabla_i \nabla_j h_{k\ell} - \nabla_i \nabla_k h_{j\ell} + R_{ik} h_{j\ell}), \]
where \( h \) is the arbitrary variation of \( g \). By setting this variation \( h_{ij} = (\mathcal{L}_X g)_{ij} = \nabla_i X_j + \nabla_j X_i \) we find (by commuting covariant derivatives) that
\[ \text{DScal}_g(\mathcal{L}_X g) = 2g^{jk} \nabla_k R_{ij} = X^i \nabla_i \text{Scal}. \]

As \( X \) is arbitrary, it follows that
\[ g^{jk} \nabla_k R_{ij} = \frac{1}{2} \nabla_i \text{Scal}. \]
So the diffeomorphism invariance of \( \text{Scal} \) implies the contracted second Bianchi identity.

The same method works for the full curvature tensor (see [CLN06, Ex. 1.26]). Here we sketch the main result. The diffeomorphism invariance \( R(\phi_t^* g) = \phi_t^*(R(g)) \) implies
\[ \text{D}R_g(\mathcal{L}_X g) = \frac{d}{dt} R(\phi_t^* g) \bigg|_{t=0} = \frac{d}{dt} \phi_t^* (R(g)) \bigg|_{t=0} = \mathcal{L}_X R, \]
where
\[ (\mathcal{L}_X R)_{ijk}^\ell = X^p \nabla_p R_{ijk}^\ell + R_{pjk}^\ell \nabla_i X^p + R_{ipk}^\ell \nabla_j X^p 
+ R_{ijp}^\ell \nabla_k X^p - R_{ijk}^p \nabla_p X^\ell. \]
However by Proposition 3.7 and (3.10) we also have
\[ 2[\text{D}R_g(h)]_{ijk}^\ell = g^{qp} \left( \nabla_j \nabla_k h_{ip} + \nabla_j \nabla_i h_{kp} + \nabla_j \nabla_p h_{ik} 
- \nabla_i \nabla_k h_{jp} - \nabla_i \nabla_j h_{kp} - \nabla_i \nabla_p h_{jk} \right). \]
By substituting \( h = \mathcal{L}_X g \) into the previous equation and rewriting \( \mathcal{L}_X R \) as
\[ (\mathcal{L}_X R)_{ijk}^\ell = g^{qp} \left( - \nabla_i (R_{kjp} q X_q) - \nabla_j (R_{pki} q X_q) - \nabla_k X_q R_{ijp}^q 
- \nabla_q X_q R_{ijk}^q + X_q (g^{qr} \nabla_r R_{ijp} + \nabla_i R_{kpj}^q + \nabla_j R_{pki}^q) \right), \]
we find that
\[ 0 = [D R_g (L X g)]_{ijk} - (L X R)_{ijk} \]
\[ = \frac{1}{2} g^{kp} \left( - \nabla_i \left( (R_{jpk}^q - R_{kpi}^q - R_{ikp}^q) X^q \right) + \nabla_j \left( (R_{ipk}^q - R_{kpi}^q - R_{ikp}^q) X^q \right) \right. \]
\[ \left. - 2X^q (\nabla_q R_{ijkp} + \nabla_i R_{kpjq} + \nabla_j R_{qkpi}) \right). \]

To get the desired Bianchi identities from this, we evaluate this expression pointwise with an appropriate choice of \( X \). Firstly, by prescribing \( X(p) = 0 \) and \( \nabla_i X_j(p) = g_{ij}(p) \) it follows that
\[ 0 = -(R_{jtki} - R_{ktji} - R_{ijni}) + (R_{itk} - R_{ktij} - R_{iktj}). \]
In which case symmetries (i)–(iii) in Section 1.7.4.1 imply the first Bianchi identity: \( 0 = R_{ijk\ell} + R_{i\ell k\j} + R_{i\j k\ell} \). Similarly, if \( X \) is chosen to be an element of a local orthonormal frame, we can obtain the second Bianchi identity \( 0 = \nabla_q R_{ijk\ell} + \nabla_i R_{qj\ell k} + \nabla_j R_{qik\ell} \).

### 4.4 DeTurck’s Trick

Despite the failing of \( \text{Ric}(g) \) (as a nonlinear differential operator) to be elliptic, the Ricci flow still enjoys short-time existence and uniqueness:

**Theorem 4.2.** If \((M, g_0)\) is a compact Riemannian manifold, there exists a unique solution \( g(t) \), defined for time \( t \in [0, \varepsilon) \), to the Ricci flow such that \( g(0) = g_0 \) for some \( \varepsilon > 0 \).

In proving this theorem, DeTurck [DeT83] showed it is possible to modify the Ricci flow in such a way that the nonlinear PDE in fact becomes parabolic. As we shall see, this is done by adding an extra term which is a Lie derivative of the metric with respect to a certain time dependent vector field.

#### 4.4.1 Motivation.

Here we closely examination the Ricci tensor. To motivate DeTurck’s idea, rewrite the linearisation of the Ricci tensor as
\[ -2[DRic_g(h)]_{ik} = \Delta h_{ik} + g^{pq}(\nabla_i \nabla_k h_{qp} - \nabla_q \nabla_i h_{kp} - \nabla_q \nabla_k h_{ip}). \]

Define the 1-form \( V = B_g(h) \in \mathcal{T}(T^* M) \), where \( B_g \) is defined by (4.5). Observe that
\[ V_k = g^{pq}(\nabla_q h_{pk} - \frac{1}{2} \nabla_k h_{pq}) \]
\[ \nabla_i V_k = g^{pq}(\nabla_i \nabla_q h_{pk} - \frac{1}{2} \nabla_i \nabla_k h_{pq}). \]
Thus
\[ -2[DRic_g(h)]_{ik} = \Delta h_{ik} - \nabla_i V_k - \nabla_k V_i + S_{ik}, \tag{4.6} \]
where the lower order tensor

\[ S_{ik} = g^{pq} \left( \frac{1}{2} (\nabla_i \nabla_k h_{qp} - \nabla_k \nabla_i h_{qp}) \right. \]

\[ \left. + (\nabla_i \nabla_q h_{kp} - \nabla_q \nabla_i h_{kp}) + (\nabla_k \nabla_q h_{ip} - \nabla_q \nabla_k h_{ip}) \right) \]

\[ = g^{pq} \left( \frac{1}{2} (R_{ikq}^r h_{rp} + R_{ikp}^r h_{rq}) \right. \]

\[ \left. + (R_{iqp}^r h_{rk} + R_{iqk}^r h_{rp}) + (R_{kqi}^r h_{rp} + R_{kpq}^r h_{ri}) \right) \]

\[ = g^{pq} (2R_{qik}^r h_{rp} - R_{ip}^r h_{kq} - R_{kp}^r h_{iq}) \]

since \( \nabla_i \nabla_j h_{pq} - \nabla_j \nabla_i h_{pq} = R_{ijp}^r h_{rq} + R_{ijq}^r h_{rp} \) by Proposition 1.43. It is clear \( S_{ik} \) is symmetric and involves no derivatives of \( h \). Therefore (4.6) implies that the linearisation of the Ricci tensor is equal to a Laplacian term minus a Lie derivative term \( \nabla_i V_k + \nabla_k V_i \) with a lower order symmetric term \( S_{ik} \).

Moreover, by Proposition 3.6 we can write \( V \) (at least locally) as

\[ V_k = \frac{1}{2} g^{pq} (\nabla_p h_{qk} + \nabla_q h_{kp} - \nabla_k h_{pq}) = g^{pq} g_{kr} (D\Gamma g(h))^r_{pq}, \]

where \( h \) is the variation of \( g \)

\[ D\Gamma g : \Gamma(\text{Sym}^2 T^* M) \to \Gamma(\text{Sym}^2 T^* M \otimes TM) \]

is the linearisation of the Levi-Civita connection \( \Gamma(g) \). We now wish to add an appropriate correction term to the Ricci tensor to make it elliptic.

To do this, fix a background metric \( \tilde{g} \) on \( M \) with Levi-Civita connection \( \tilde{\Gamma} \). By our above investigation, define a vector field \( W \) by

\[ W^k = g^{pq} (\Gamma^k_{pq} - \tilde{\Gamma}^k_{pq}), \]

(4.7)

As it is the difference of two connections, it is a globally well defined vector field. Since \( W \) only involves one derivative of the metric \( g \), the operator

\[ P = P(\tilde{\Gamma}) : \Gamma(\text{Sym}^2 T^* M) \to \Gamma(\text{Sym}^2 T^* M), \]

define by

\[ P(g) := \mathcal{L}_W g, \]

is a second order differential operator in \( g \). The linearisation of \( P \) is given by

\[ (DP(h))_{ik} = \nabla_i V_k + \nabla_k V_i + T_{ik}, \]

(4.8)

where \( T_{ik} \) is a linear first order expression in \( h \). Comparing this with (4.6) leads one to consider the operator

\[ Q := -2\text{Ric} + P : \Gamma(\text{Sym}^2 T^* M) \to \Gamma(\text{Sym}^2 T^* M). \]
Therefore by (4.6) and (4.8) we find that

\[ DQ(h) = \Delta h + A, \]

where \( A_{ik} = T_{ik} - 2S_{ik} \) is a first order linear term in \( h \). Hence the principal symbol of \( DQ \) is

\[ \tilde{\sigma}[DQ](\zeta)h = |\zeta|^2 h. \] (4.9)

Therefore \( Q \) is elliptic, and so by the standard theory of partial differential equations the modified Ricci flow

\[ \frac{\partial}{\partial t}g = -2\text{Ric}(g) + P(g) = -2\text{Ric}(g) + \mathcal{L}_W g, \]

also referred to as the Ricci-DeTurck flow, enjoys short-time existence and uniqueness.

### 4.4.2 Relating Ricci-DeTurck Flow to Ricci Flow.

We now follow DeTurck’s strategy of proving short time existence and uniqueness for the Ricci flow.

**Proof (Theorem 4.2).** We proceed in stages, first starting with existence.

**Step 1:** Fix a background metric \( \tilde{g} \) on \( M \), define the vector field \( W \) by (4.7) and let the Ricci-DeTurck flow be given by

\[ \frac{\partial}{\partial t}g_{ij} = -2R_{ij} + \nabla_i W_j + \nabla_j W_i \] (4.10)

\[ g(0) = g_0 \]

where \( W_j = g_{jk}W^k = g_{jk}g^{pq}(\Gamma^k_{pq} - \tilde{\Gamma}^k_{pq}) \). From (4.9), the Ricci-DeTurck flow is strictly parabolic. So for any smooth initial metric \( g_0 \) there exists \( \varepsilon > 0 \) such that a unique smooth solution \( g(t) \) to (4.10) flow exists for \( 0 \leq t < \varepsilon \).

**Step 2:** As there exists a solution to the Ricci-DeTurck flow, the one-parameter family of vector fields \( W(t) \) defined by (4.7) exists for \( 0 \leq t < \varepsilon \). In which case there is a 1-parameter family of maps \( \varphi_t : M \rightarrow M \) (i.e. the flow along the vector field \(-W\)) defined by the ODE

\[ \frac{\partial}{\partial t}\varphi_t(p) = -W(\varphi_t(p),t) \]

\[ \varphi_0 = \text{id}_M \]

As \( M \) is compact, one can combine the escape lemma (for instance see [Lee02, p. 446]) with the existence and uniqueness of time-dependent flows (for instance see [Lee02, p. 451]) to conclude there exists a unique family of diffeomorphisms \( \varphi_t(p) \) which is defined for all times \( t \) in the interval of existence \( 0 \leq t < \varepsilon \).

**Step 3:** We now show:
Claim 4.3. The family of metrics $\bar{g}(t) := \varphi_t^*g(t)$ defined for $0 \leq t < \varepsilon$ is a unique solution to the Ricci flow

$$
\frac{\partial}{\partial t} \bar{g} = -2\text{Ric} (\bar{g}) \tag{4.11}
$$

$\bar{g}(0) = g_0$

To show that $\bar{g}$ satisfies (4.11), note that $\bar{g}(0) = g(0) = g_0$ (since $\varphi_0 = \text{id}_M$) and that

$$
\frac{\partial}{\partial t} \bar{g} = \frac{\partial}{\partial t} (\varphi_t^*g(t))
$$

$$
= \frac{\partial}{\partial s} \bigg|_{s=0} \varphi_{s+t}^*g(t+s)
$$

$$
= \varphi_t^* (\frac{\partial}{\partial t} g(t)) + \frac{\partial}{\partial s} \bigg|_{s=0} (\varphi_{s+t}^*g(t))
$$

$$
= \varphi_t^* (-2\text{Ric}(g(t)) + \mathcal{L}_{W(t)} g(t)) + \frac{\partial}{\partial s} \bigg|_{s=0} \varphi_{s+t}^*g(t)
$$

$$
= -2\text{Ric}(\varphi_t^*g(t)) + \varphi_t^*(\mathcal{L}_{W(t)} g(t)) + \frac{\partial}{\partial s} \bigg|_{s=0} \varphi_{s+t}^*g(t).
$$

As $\varphi_{t+s}^* = (\varphi_t^{-1} \circ \varphi_{t+s} \circ \varphi_t)^* = (\varphi_t^{-1} \circ \varphi_{t+s})^* \circ \varphi_t^*$ and

$$
\frac{\partial}{\partial s} \bigg|_{s=0} (\varphi_t^{-1} \circ \varphi_{t+s}) = (\varphi_t^{-1})^* \bigg|_{s=0} \varphi_{t+s} = (\varphi_t^{-1})^* W(t),
$$

we conclude that

$$
\frac{\partial}{\partial t} \bar{g} = -2\text{Ric}(\varphi_t^*g(t)) + \varphi_t^*(\mathcal{L}_{W(t)} g(t)) - \mathcal{L}_{(\varphi_t^{-1})^* W(t)} (\varphi_t^*g(t))
$$

$$
= -2\text{Ric}(\bar{g}(t)).
$$

Hence $\bar{g}(t) = \varphi_t^*g(t)$ is indeed a solution of (4.11) for $t \in [0, \varepsilon)$. This completes the existence part of the claim.

Step 4: All we need to show now is the uniqueness for the Ricci flow. It suffices to prove that a solution of the Ricci-DeTurck flow is produced from a solution of Ricci flow after a reparametrisation defined by harmonic map heat flow.

Precisely, let $(M, \bar{g}(t))$ satisfy Ricci flow. Fix $N$ with a background metric $\tilde{h}$ and an associated Levi-Civita connection $\tilde{\nabla}$. Let $\varphi_0 : M \to N$ be a diffeomorphism. Define $\varphi : M \times [0, T) \to N$ by the harmonic map heat flow from the (time-dependent) metric $\bar{g}$ to $\tilde{h}$ so that

$$
\varphi_* \partial_t = \Delta_{\bar{g}(t), \tilde{h}} \varphi = \bar{g}^{ij} \nabla_i \varphi_* (\partial_j),
$$

where we take $\nabla$ to be defined by the Levi-Civita connection $\nabla$ on $T^*M$ and the pullback connection $\varphi(t)^* \nabla$ on $\varphi(t)^*TN$. In which case
\[ \Delta_{\tilde{g}, \tilde{h}} \varphi = \tilde{g}^{ij} \left( \varphi(t) \nabla_i \left( \varphi(t) \ast \partial_j \right) - \varphi(t) \ast \left( \nabla_i \tilde{g} \partial_j \right) \right) \]

\[ = \tilde{g}^{ij} \left( \partial_i \partial_j \varphi^\gamma + \tilde{\Gamma}_{\alpha \beta}^{\gamma} \partial_i \varphi^\alpha \partial_j \varphi^\beta - \tilde{\Gamma}_{ij}^k \partial_i \varphi^\gamma \right) \partial_\gamma. \]  

(4.12)

Step 5: Now define \( g(t) = (\varphi(t)^{-1})^* \tilde{g}(t) \), a time-dependent metric on \( N \). We claim this metric \( g \) is a solution of the Ricci-DeTurck flow. To show this, note that a direct computation — similar to that of Step 3 — gives the following:

**Lemma 4.4.**

\[ \frac{\partial g}{\partial t} = (\varphi^{-1})^* \left( \frac{\partial \tilde{g}}{\partial t} \right) + L_V g, \]

where \( V_p = -\varphi_* \partial_t |_{\varphi^{-1}(p)} \).

The geometric invariance of the curvature implies \( (\varphi^{-1})^* \left( \frac{\partial \tilde{g}}{\partial t} \right) = -2\text{Ric}(g) \), since \( g \) is the pullback of \( \tilde{g} \). So all we need to do is relate the Lie derivative term to that in the Ricci-DeTurck equation, i.e. we want to show that \( V = W \).

The key observation here is the geometric invariance of the ‘map Laplacian’ reflected in the following proposition.

**Proposition 4.5.** Suppose \( K, M \) and \( N \) are smooth manifolds with a diffeomorphism \( \psi: K \to M \) and a smooth map \( \varphi: M \to N \). Let \( \bar{g} \) be a metric on \( M \), \( \bar{h} \) be a metric on \( N \) and \( g = \psi^* \bar{g} \). Then

\[ \Delta_{g, \bar{h}} (\varphi \circ \psi) = (\Delta_{\bar{g}, \bar{h}} \varphi) \psi. \]

Note that \( \Delta_{g, \bar{h}} \varphi \in \Gamma(\varphi^* TN) \), so by restriction \( (\Delta_{g, \bar{h}} \varphi)_\psi \in \Gamma(\psi^* \varphi^* TN) = \Gamma((\varphi \circ \psi)^* TN) \).

The result is not surprising: It states that the harmonic map Laplacian of a map from \( M \) to \( K \) is unchanged if we apply an isometry to \( M \).

**Proof.** For any \( p \in K \), we need to show that

\[ \Delta_{g, \bar{h}} (\varphi \circ \psi) (p) = (\Delta_{g, \bar{h}} \varphi) (\psi(p)). \]

To do this for any fixed \( p \), choose local coordinates \((x^i)\) for \( M \) near \( \psi(p) \) and induce local coordinates on \( K \) near \( p \) by \( y^i = x^i \circ \psi \). Fix local coordinates \((z^\alpha)\) for \( N \) near \( \varphi \circ \psi(x) \). In these coordinates we have that \( z \circ \varphi \circ x^{-1} = z \circ (\varphi \circ \psi) \circ y^{-1} \), \( \bar{g}_{ij} = g_{ij} \) and hence \( \bar{\Gamma}_{ij}^k = \Gamma_{ij}^k \) everywhere on the chart. Therefore in these coordinates \( \varphi^\alpha = (\varphi \circ \psi)^\alpha \) and so
\[(\Delta_{\bar{g},\bar{h}} \varphi)(\psi(p)) = \bar{g}^{ij} \left( \partial_i \partial_j \varphi^\alpha - \bar{\Gamma}^{ij}_k \partial_k \varphi^\alpha + \bar{\Gamma}^{\beta\gamma}_i \partial_i \varphi^\beta \partial_j \varphi^\gamma \right) \frac{\partial}{\partial z^\alpha} \]
\]
\[= \bar{g}^{ij} \left( \partial_i \partial_j (\varphi \circ \psi)^\alpha - \Gamma_k^{ij} \partial_k (\varphi \circ \psi)^\alpha \right. \]
\[+ \bar{\Gamma}^{\beta\gamma}_i \partial_i (\varphi \circ \psi)^\beta \partial_j (\varphi \circ \psi)^\gamma \left) \frac{\partial}{\partial z^\alpha} \right. \]
\[= (\Delta_{\bar{g},\bar{h}} (\varphi \circ \psi))(p). \]

We can now complete the argument. As \(V(p) = - (\varphi \circ \partial_t)(\varphi^{-1}(p)) = - (\Delta_{\bar{g},\bar{h}} \varphi) \varphi^{-1}(p)\), Proposition 4.5 (with \(\psi = \varphi^{-1}\), \(N = M\)) and equation (4.12) gives
\[V = - \Delta_{g,h} (\varphi \circ \varphi^{-1}) = - g^{ij} \left( \bar{\Gamma}^{ij}_k - \Gamma_k^{ij} \right) \partial_k = W. \]

Step 6: Finally we now prove the uniqueness result for the Ricci flow. Suppose there are solutions \(\bar{g}_i(t)\) of the Ricci flow, for \(i = 1, 2\), with initial condition \(\bar{g}_i(0) = \bar{g}_2(0)\). Taking \(N = M\) and \(\varphi_0(x) = x\), we produce solutions \(g_i(t)\) of the Ricci-DeTurck flow, with \(g_2(0) = \bar{g}_2(0) = \bar{g}_1(0) = g_1(0)\). By uniqueness of solutions of the Ricci-DeTurck flow, \(g_2(t) = g_1(t)\) for all \(t\) in their common interval of existence. Hence \(W = g^{ij}(\bar{\Gamma}^{ij}_k - \Gamma_k^{ij})\) is the same for the two solutions. The diffeomorphisms \(\varphi_i(t)\) are given by the harmonic map heat flow, and as before Proposition 4.5 gives
\[\partial_t \varphi_i(x,t) = (\Delta_{\bar{g}_i,\bar{h}} \varphi_i)(x,t) = - W(\varphi_i(x,t)) ; \]
\[\varphi_i(x,0) = x. \]

Thus \(\varphi_1\) and \(\varphi_2\) are solutions of the same initial value problem for a system of ordinary differential equations, and hence \(\varphi_1(x,t) = \varphi_2(x,t)\) and \(\bar{g}_2 = \varphi_2^* g_2 = \varphi_1^* g_1 = \bar{g}_1\), proving uniqueness for the Ricci flow. \(\square\)
Chapter 5
Uhlenbeck’s Trick

In Theorem 3.14 we derived an evolution equation for the curvature $R$ under the Ricci flow, which took the form

$$
\frac{\partial}{\partial t} R_{ijkl} = \Delta R_{ijkl} + 2(B_{ijkl} - B_{ijk\ell} - B_{i\ell jk} + B_{ikj\ell}) - (R_{ip}R_{pjk\ell} + R_{jp}R_{ipk\ell} + R_{kp}R_{ijp\ell} + R_{kj}R_{ijp\ell})
$$

where the time derivative is interpreted as in Section 3.3.1. In this chapter we examine a trick attributed to Karen Uhlenbeck [Ham86, p. 155] that allows one to simplify the above equation by removing the last collection of terms with a ‘change of variables’. We pursue this idea via three different methods which correspond to different bundle constructions.

5.1 Abstract Bundle Approach

Let $V \to M$ be an abstract vector bundle isomorphic to the tangent bundle $TM$ over $M$ with fixed (time-independent) metric $h = g(0)$. Let $\iota_0 : V \to TM$ be the identity map, so that $h = \iota_0^* (g(0))$. We aim to extend $\iota_0$ to a family of bundle isometries $\iota_t$, so that $h = \iota_t^* (g(t))$ for every $t$. To do this, we evolve $\iota$ according to the ODE

$$
\frac{\partial}{\partial t} \iota = \text{Ric}^h \circ \iota \tag{5.1a}
$$

$$
\iota(\cdot, 0) = \iota_0(\cdot) \tag{5.1b}
$$

where $\text{Ric}^h \in \text{End}(TM)$ is the endomorphism defined by raising the second index (i.e. $\text{Ric}^h(\partial_i) = R_i^j\partial_j$). This defines a 1-parameter family of bundle isomorphisms $\iota : V \times [0, T) \to TM$.

**Lemma 5.1.** If $\iota$ evolves by (5.1), then the bundle map $\iota_t : (V, h) \to (TM, g(t))$ is an isometry for every $t$.

To see this, observe that
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Thus as $\partial t^i = t^p R_p^i$, we find that

$$
\partial_t R_{abcd} = t_a^i t_b^j t_c^k t_d^\ell R_{ijk\ell} + \left( \partial_t R_{abcd} \right) + \cdots + t_a^i t_b^j t_c^k \left( \partial_t R_{ijk\ell} \right)
$$

So by letting $\Delta_D := tr(\tau^\star \nabla \circ \tau^\star \nabla)$, where $\tau^\star \nabla$ is the pullback connection, Theorem 3.14 implies that

$$
\frac{\partial}{\partial t} R_{abcd} = t_a^i t_b^j t_c^k t_d^\ell \Delta R_{ijk\ell} + 2(B_{abcd} - B_{abdc} - B_{adbc} + B_{acbd})
$$

where $B_{abcd} = -h^{ij} h^{\ell j} R_{aebf} R_{cgdi}$. That is, the last collection of terms from the evolution equation for $R$ in Theorem 3.14 have been eliminated.

5.2 Orthonormal Frame Approach

There is an alternative approach to Uhlenbeck’s trick put forth by Hamilton [Ham93, Sect. 2] (see also CCG+08, App. F]). In this treatment the idea is to work on the bundle of frames (see Section 1.2.2) where we define a natural direction in which to take time derivatives. This is a much more involved construction, but we will see later that this can be derived by a rather standard procedure from the more elementary structure introduced in Section 5.3.

First, for completeness, we give an overview of the frame bundle machinery used in this approach.
5.2.1 The Frame Bundle. Let $M$ be a differentiable manifold and $\pi: FM \to M$ the general linear frame bundle (thus the elements of $FM_x$ are nonsingular linear maps from $\mathbb{R}^n$ to $T_x M$). The group $\text{GL}(n)$ acts by composition on each fibre, so that $M = (M^0_a) \in \text{GL}(n)$ acts on a frame $Y = (Y_a) \in FM_x$ to give the frame $Y^M := Y \circ M = (M^0_a Y_a)$. Suppose $(x^i)$ is a local coordinate system defined on an open set $U \subset M$, so that $(\frac{\partial}{\partial x^i})$ is a local frame on $U$ — which is a local section of the frame bundle $FM$ restricted to $U$. A frame $Y = (Y_a)$ can be written in local coordinates $(x^i)$ as

$$Y_a = y_a^i (Y) \frac{\partial}{\partial x^i},$$

where $y_a^i : FM|_U \to \mathbb{R}$ assigns to a frame $Y$ the $i$-th component of the $a$-th vector. The vector valued function $y = (y_a^i) : FM \to \text{GL}(n, \mathbb{R})$ describes the transition of the frame $(\frac{\partial}{\partial x^i})$ to the frame $Y = (Y_a)$. \[\]

Now let $\tilde{x}^i = x^i \circ \pi: FM|_U \to \mathbb{R}$. The collection $(\tilde{x}^i, y_a^i)$ is a coordinate system defined on the open set $FM|_U \subset FM$. In particular $(\frac{\partial}{\partial \tilde{x}^i}, \frac{\partial}{\partial y_a^i})$ is a basis for the tangent space of $FM$ at points in $FM|_U$. Note that $(\frac{\partial}{\partial y_a^i})$ is a basis for the tangent space of the fibres $F_x M$, for $x \in U$. The vectors $(\frac{\partial}{\partial y_a^i})$ are vertical whereas $(\frac{\partial}{\partial \tilde{x}^i})$ are transverse to the fibres.

Remarkably, the tangent space of $FM$ is trivial: We can define global independent vertical vector fields $(A^a_b)$ and horizontal vector fields $(\nabla_a)$. In local coordinates $(y_a^i(Y), \tilde{x}^j(Y))$ for $FM$, these can be expressed as

$$A^a_b = y_b^i \frac{\partial}{\partial y_a^i},$$

$$\nabla_a = y_a^i \left( \frac{\partial}{\partial \tilde{x}^i} - y_b^k \Gamma^i_{kj} \frac{\partial}{\partial y_b^i} \right).$$

Here moving in the direction $(\nabla_a)$ in $FM$ at $Y$ corresponds to parallel translating a frame along a path in $M$ with initial velocity $Y_a$; the vectors $\nabla_a$ span a natural ‘horizontal subspace’ in $T(FM)$ defined by the connection. The vectors $(A^a_b)$ are generators of the action of $\text{GL}(n)$ on the fibres of $FM$.

Each frame $Y \in FM_x$ has a dual co-frame $(Y^a_*)$ for $T^*_x M$, defined by $Y^a_*(Y_b) = \delta^a_b$. Given a $(p,q)$-tensor on $M$ we can define a function from $FM$ to $\bigotimes^p (\mathbb{R}^n)^* \otimes \bigotimes^q \mathbb{R}^n$ with components given by

$$T_{b_1 \ldots b_p}^{a_1 \ldots a_q} (Y) := T(Y_{b_1}, \ldots, Y_{b_p}, Y^*_{a_1}, \ldots, Y^*_{a_q}).$$

We can then differentiate this function in the direction of any vector field on $FM$, such as the vector fields defined above. The notation $\nabla_a$ for the

\[1\] We follow the convention that indices $i, j, k, \ldots$ are reserved for coordinates on $M$ and indices $a, b, c, \ldots$ are used for components of the frame. For instance in local coordinates $g_{ij} = g(\frac{\partial}{\partial x^i}, \frac{\partial}{\partial x^j})$, whereas $g_{ab}(Y) = g(Y_a, Y_b)$ for a given frame $Y$. If $Y_a = y_a^i \frac{\partial}{\partial x^i}$, then we also have $g_{ab} = g_{ij} y_a^i y_b^j$. 


horizontal vector fields is justified by the observation that differentiating the above function in direction $\nabla_a$ gives the components of the covariant derivative $\nabla_a T$. We also have an expression for derivatives in vertical directions:

**Lemma 5.2.** If $T$ is a $(p, q)$-tensor, then

$$(A^a_b T_{b_1 \cdots b_p}^{a_1 \cdots a_q})(Y) = \sum_{\ell=1}^{p} \delta^c_{b_\ell} T_{b_1 \cdots b_{\ell-1} d b_{\ell+1} \cdots b_p}^{a_1 \cdots a_q} (Y)$$

$$- \sum_{k=1}^{q} \delta^a_{d_\ell} T_{b_1 \cdots b_p}^{a_1 \cdots b_{k-1} c a_{k+1} \cdots a_q} (Y).$$

In particular, if $V_{ab} = g^a_i y^j_b V_{ij}$ is a covariant $(2, 0)$-tensor then

$$(A^a_b V_{cd})(Y) = \delta^a_c V_{bd}(Y) + \delta^a_d V_{cb}(Y).$$

The splitting of $T(FM)$ into horizontal and vertical components also makes it possible to define a metric $g^F$ on $FM$ to make $\pi : (FM, g^F) \to (M, g)$ a Riemannian submersion, so that $(\pi^* g)(V, W) = g^F (V, W)$ for $V$ and $W$ horizontal. We have the vertical and horizontal subspaces orthogonal, and on the vertical parts we take the natural metric defined by $\langle \Lambda^b_c, \Lambda^d_a \rangle = \delta_{ac} \delta^{bd}$. The orthonormal frame bundle $OM$ is the subbundle of $FM$ defined by

$$OM := \{ Y \in FM : g_{ab}(Y) = \delta_{ab} \}.$$  

As above, the metric $g = (g_{ab})^n_{a,b=1}$ can be considered as a function

$$g : FM \to \text{Sym}_+(n),$$

where $\text{Sym}_+(n)$ is the space of symmetric positive definite $n \times n$ matrices; in which case $OM = g^{-1}(I_{n \times n})$, where $I_{n \times n}$ is the identity matrix. Also, to be tangent to $OM$ a vector field $V$ on $FM$ must satisfy $V(g_{ab}) = 0$ on $OM$.

**Lemma 5.3.** The globally defined vector fields $(\nabla_a)$ and $(A^a_b)$ form a basis on $FM$ which — when restricted to the subbundle $OM$ — is orthonormal with respect to the Riemannian metric $g^F$.

**Proof.** By construction $g^F(\nabla_a, A^b_c) = 0$, and the vertical vectors $(A^b_c)$ are orthonormal. Also, $g^F(\nabla_a, \nabla_c) = g(\pi_* \nabla_a, \pi_* \nabla_b) = g(Y_a, Y_c)$ and as $g(Y_a, Y_c) = \delta_{ac}$ whenever $Y \in OM$, we also have $g^F(\nabla_a, \nabla_c) = \delta_{ac}$.□

**Remark 5.4.** The global framing of $FM$ by the $n^2 + n$ vector fields $A^a_b$ and $\nabla_a$ was noted by Ambrose-Singer [AS53] and Nomizu [Nom56, p. 49], who called them ‘fundamental vector fields’ and ‘basic vector fields’ respectively. The correspondence between tensors on $M$ and functions on the frame bundle was observed by Wong [Won61, Theorem 2.4], who also noted that the basic vector fields $\nabla_a$ act to give the components of the covariant derivative [Won61, Theorem 2.15].
5.2.2 Time-dependent Frame Bundles and the Ricci Flow. When considering a solution to the Ricci flow \((M, g(t))\), for \(t \in [0, T)\), it is natural to work on the space-time manifold \(M \times [0, T)\). Likewise the product of the frame bundle with the time axis gives a bundle over \(M \times [0, T)\) with projection \(\tilde{\pi} : FM \times [0, T) \to M \times [0, T)\) defined by \(\tilde{\pi} = \pi \times \text{id}_{[0,T)}\). The time-dependent metric \(g(t)\) can be considered as a function

\[ g : FM \times [0, T) \to \text{Sym}(n), \]

where \(\text{Sym}(n)\) is the space of symmetric \(n \times n\) matrices.

The orthonormal frame bundles at each time combine to give a bundle over space-time also:

\[ O\tilde{M} := \bigcup_{t \in [0, T)} OM_{g(t)} \times \{t\} = g^{-1}(I_{n \times n}) \subset FM \times [0, T). \]

Note that the time-like vector field \(\frac{\partial}{\partial t}\) is not always tangent to \(O\tilde{M}\) unless \(g(t)\) is independent of time! Since the metric varies according to

\[ \frac{\partial}{\partial t}g_{ab} = -2R_{ab}, \]

the orthonormal frame bundle, with \(g_{ab} = \delta_{ab}\), will now vary with time. Therefore all that is needed is to modify the time-like vector field to make it tangent to the orthonormal frame bundle \(O\tilde{M}\).

To achieve this we consider the time derivative as the directional derivative with respect to the following vector field.

**Definition 5.5.** The vector field \(\nabla_t\) on \(FM \times [0, T)\) is defined by

\[ \nabla_t := \frac{\partial}{\partial t} + R_{ab}g^{bc}A^a_c. \]  

(5.3)

This is characterised as follows:

**Lemma 5.6.** The vector field \(\nabla_t\), restricted to \(O\tilde{M} \subset FM \times [0, T)\), is the unique vector field tangent to the subbundle \(O\tilde{M}\) for which \(\nabla_t - \frac{\partial}{\partial t}\) is vertical and perpendicular to each \(OM_{g(t)} \subset FM\).

**Proof.** On \(O\tilde{M}\) we have \(g_{ab} = \delta_{ab}\). Now if \(\nabla_t - \frac{\partial}{\partial t}\) is vertical and perpendicular to each \(OM_{g(t)} \subset FM\), it follows that:

1. \(\nabla_t - \frac{\partial}{\partial t} = \alpha^d_c A^a_d\) as it is vertical.
2. \(0 = (A^b_c - A^b_a, \alpha^d_c A^a_d) = \alpha^b_c - \alpha^a_c\), as \(\nabla_t - \frac{\partial}{\partial t}\) is perpendicular to the subbundle \(OM_{g(t)}\), so that \(\alpha\) is symmetric.
3. As \(\nabla_t g_{ab} = 0\), we have that
0 = \frac{\partial}{\partial t} g_{ab} + \alpha_a^d g_{bd} + \alpha_b^c g_{ac} \\
= -2R_{ab} + \alpha_a^b + \alpha_b^a \\

since \nabla_t is tangent to \O\tilde{M}.

It follows that \nabla_t - \frac{\partial}{\partial t} = R_{ab}A^b_{a}. Conversely, if \nabla_t is defined in this way then it certainly satisfies the above properties. \hfill \Box

**Lemma 5.7.** If \(T\) is a time-dependent \((p,q)\)-tensor then

\[
\nabla_t T_{b_1 \cdots b_p}^{a_1 \cdots a_q} = \frac{\partial}{\partial t} T_{b_1 \cdots b_p}^{a_1 \cdots a_q} \\
+ \sum_{c,d=1}^{n} \sum_{j=1}^{p} R_{b_j}^{dc} T_{b_1 \cdots b_{j-1} \ b_{j+1} \cdots b_p}^{a_1 \cdots a_q} \\
+ \sum_{c,d=1}^{n} \sum_{i=1}^{q} R_{a_i}^{cd} T_{b_1 \cdots b_{p}}^{a_1 \cdots a_{i-1} \ d \ a_{i+1} \cdots a_q}. \tag{5.4}
\]

In particular, if \(T\) is a \((2,0)\)-tensor then

\[
\nabla_t T_{ab} = \frac{\partial}{\partial t} T_{ab} + R_{ac} g^{cd} T_{db} + R_{bc} g^{cd} T_{ad}.
\]

**Proof.** When \(T\) is a \((2,0)\)-tensor, Lemma 5.2 implies that \(A_{c}^{d}T_{ab} = \delta_{a}^{d}T_{cb} + \delta_{b}^{d}T_{ac}\) so we find that

\[
\nabla_t T_{ab} = \frac{\partial}{\partial t} T_{ab} + R_{de} g^{ec} A_{c}^{d}V_{ab} \\
= \frac{\partial}{\partial t} T_{ab} + R_{ae} g^{ec} T_{cb} + R_{be} g^{ec} T_{ac}.
\]

The equation for general tensors follows likewise. \hfill \Box

Finally, by defining the Laplacian \(\Delta := \sum_{e=1}^{n} \nabla_e \nabla_e\) — which acts on vector valued functions on \(\O\tilde{M}\) — we see by (5.4) that

\[
\nabla_t R_{abcd} = \frac{\partial}{\partial t} R_{abcd} + R_{ap} R_{pbc} + R_{bp} R_{apcd} + R_{c}^{p} R_{abpd} + R_{d}^{p} R_{abcp}.
\]

So by Theorem 3.14 it follows that the evolution equation of \(R_{abcd}\) takes the desired form

\[
(\nabla_t - \Delta) R_{abcd} = 2(B_{abcd} - B_{abdc} + B_{acbd} - B_{adbc}). \tag{5.5}
\]

**Remark 5.8.** This approach is in fact equivalent to the method discussed in Section 5.1. To see this, start by evolving a frame \(Y\) according to

\[
\frac{d}{dt} Y_a = R_{ab} g^{bc} Y_c. \tag{5.6}
\]
With this one finds that $\frac{\partial}{\partial t}(g(Y_a, Y_b)) = 0$ under the Ricci flow; in particular, if a frame is initially orthonormal then it remains so. We see that the path $\gamma(t) := (Y(t), t)$ lies in $O\widetilde{M}$, so $\frac{d}{dt}\gamma(t) \in T(O\widetilde{M})$ and

$$\frac{d}{dt}\gamma(t) = \nabla_t.$$ 

To check this equation, observe that $\frac{d}{dt}\gamma(t) = \text{Ric}(y) + \frac{\partial}{\partial t}$ which in local coordinates takes the form

$$\frac{d}{dt}\gamma(t) = R_{abc}^d g_{bd}^{\gamma} \frac{\partial}{\partial y^a} \gamma(t) + \frac{\partial}{\partial t} \gamma(t)$$

$$= R_{abc}^d g_{bd}^{\gamma} A_c^a \gamma(t) + \frac{\partial}{\partial t} \gamma(t)$$

$$= \nabla_t.$$

In which case $\nabla_t$, defined by (5.3), corresponds to taking the time-derivative $\frac{\partial}{\partial t}(T(Y_{a_1}, \ldots, Y_{a_p}))$ of a tensor $T$ where $Y_{a_i}$ satisfy (5.6). Thus the evolution of the curvature $R_{abcd} = R_{ij\ell k} F_i^a F_j^b F_k^c F_\ell^d$ in a frame moving according to (5.6) is equivalent to (5.2) seen in Section 5.1.

5.3 Time-Dependent Metrics and Vector Bundles over $M \times \mathbb{R}$

Now we consider an alternative approach: Instead of using an abstract bundle and constructing an identification with the tangent bundle at each time, we put the tangent bundles at different time together to form a vector bundle over the ‘space-time’ $M \times \mathbb{R}$ and place a natural connection on this bundle. This reproduces very simply the first method described above, and we will see that the frame bundle machinery also relates closely to this method.

5.3.1 Spatial Tangent Bundle and Time-Dependent Metrics. We begin with a rather general setting: Let $g(t)$ be an arbitrary smooth family of Riemannian metrics on a manifold $M$, parametrised by ‘time’ $t$. That is, we have for each $(p, t) \in M \times \mathbb{R}$ an inner product $g_{(p, t)}$ on $T_p M$. We interpret this as a metric acting on the spatial tangent bundle $\mathcal{S}$, defined by

$$\mathcal{S} := \{v \in T(M \times \mathbb{R}) : dt(v) = 0\},$$

as a vector bundle over $M \times \mathbb{R}$. With this, the metric $g$ is naturally a metric on $\mathcal{S}$, since $\mathcal{S}_{(p, t)}$ is naturally isomorphic to $T_p M$ via the projection $\pi : (p, t) \rightarrow p$. In which case a local frame for $\mathcal{S}$ consists of the coordinate tangent vector fields $(\partial_t)$ for $TM$, and from Example 1.62 we have the decomposition of $T(M \times \mathbb{R})$ as a direct sum

$$T(M \times \mathbb{R}) = \mathcal{S} \oplus \mathbb{R}\partial_t.$$
Since $\mathcal{S}$ is a subbundle of $T(M \times \mathbb{R})$, any section of $\mathcal{S}$ is also a section of $T(M \times \mathbb{R})$; we call these \textit{spatial vector fields}.

### 5.3.1.1 The Canonical Connection on the Spatial Tangent Bundle.

The next step is establish a result analogous to the Levi-Civita theorem — which says that for any Riemannian metric there is a unique compatible connection which is symmetric. We want to construct a canonical connection on $\mathcal{S}$ for any given metric $g$ on $\mathcal{S}$. This is provided by the following theorem:

**Theorem 5.9.** Let $g$ be a metric on the spatial tangent bundle $\mathcal{S} \to M \times \mathbb{R}$. Then there exists a unique connection $\nabla$ on $\mathcal{S}$ satisfying the following three conditions:

1. $\nabla$ is compatible with $g$: For any $X \in \Gamma(T(M \times \mathbb{R}))$ and any spatial vector fields $Y, W \in \Gamma(\mathcal{S})$,
   \[
   Xg(Y, W) = g(\nabla_X Y, W) + g(Y, \nabla_X W).
   \]

2. $\nabla$ is spatially symmetric: If $X, Y \in \Gamma(\mathcal{S})$ are any two spatial vector fields, so they are in particular vector fields on $M \times \mathbb{R}$,
   \[
   \nabla_X Y - \nabla_Y X = [X, Y].
   \]

3. $\nabla$ is irrotational: The tensor $S \in \Gamma(\mathcal{S}^* \otimes \mathcal{S})$, defined by
   \[
   S(V) = \nabla_{\partial_t} V - [\partial_t, V]
   \]
   for any $V \in \Gamma(\mathcal{S})$, is symmetric with respect to $g$:
   \[
   g(S(V), W) = g(V, S(W)),
   \]
   for any $V, W \in \mathcal{S}_{(p,t)}$.

**Remark 5.10.** Observe that $S$ is $\mathcal{S}$-valued and tensorial, since

\[
S(fV) = \nabla_{\partial_t} (fV) - [\partial_t, fV] = f\nabla_{\partial_t} V + (\partial_t f)V - (\partial_t f)V - f[\partial_t, V] = fS(V)
\]

and $[\partial_t, V] = [\partial_t, V^i \partial_i] = (\partial_t V^i) \partial_i \in \mathcal{S}$.

**Proof.** We show uniqueness. Working in local coordinates, we can write $\nabla$ in terms of its coefficients:

\[
\nabla_{\partial_i} \partial_j = \Gamma_{ij}^k \partial_k \quad 1 \leq i, j, k \leq n
\]
\[
\nabla_{\partial_t} \partial_j = \Gamma_{0j}^k \partial_k \quad 1 \leq j, k \leq n
\]

Now the first conditions implies that $\partial_t g_{ij} = g(\nabla_{\partial_t} \partial_i, \partial_j) + g(\partial_t, \nabla_{\partial_t} \partial_j) = \Gamma_{0ij} + \Gamma_{0ji}$. Combined with the second condition, we find that the spatial
components $\Gamma_{ij}^k$ are given by the Christoffel symbols of the metric at fixed time $t$, that is $\Gamma_{ij}^k = \frac{1}{2}g^{kl}(\partial_i g_{jl} + \partial_j g_{il} - \partial_l g_{ij})$. The third is used as follows: As $S(\partial_t) = \nabla_{\partial_t} \partial_t - [\partial_t, \partial_t] = \Gamma_0^i \partial_k$, the symmetry with respect to $g$ amounts to

$$\Gamma_{0ij} = g(S(\partial_i), \partial_j) = g(\partial_i, S(\partial_j)) = \Gamma_{0ji}.$$ 

So with compatibility with $g$, we have $2\Gamma_{0ij} = \partial_t g_{ij}$. Therefore

$$\Gamma_0^{ij} = \frac{1}{2} g^{kj} \partial_t g_{ij}.$$  \hfill (5.8)

It is now a simple matter to check that these formulas define a connection with the required properties. \hfill \Box

**Remark 5.11.** The connection restricted to each fixed $t$ is simply the Levi-Civita connection of the metric $g(t)$. The importance of the compatibility condition will become apparent when we discuss the maximum principle for vector bundles in Section 6.4. The irrotational condition says that parallel transport in the time direction does not have any rotation component (recall that antisymmetric matrices are the generators of rotations).

5.3.1.2 *The Time Derivative of the Curvature Tensor.* In the special case when the metric evolves by Ricci flow, the above proof — in particular (5.8) — implies in local coordinates that

$$\nabla_{\partial_t} \partial_t = \Gamma_{0ij}^j \partial_j = \frac{1}{2} g^{jp} \partial_t g_{ip} \partial_j = -\text{Ric}_j^i \partial_j.$$ 

From this we compute $\nabla_{\partial_t} R$:

$$(\nabla_{\partial_t} R)_{ijkl} = \partial_t (R(\partial_i, \partial_j, \partial_k, \partial_l))$$

$$= - R(\nabla_{\partial_i} \partial_j, \partial_k, \partial_l) - \cdots - R(\partial_i, \partial_j, \partial_k, \nabla_{\partial_t} \partial_l)$$

$$= \partial_t R_{ijkl} - R(-R^p_i \partial_p, \partial_j, \partial_k, \partial_l) - \cdots - R(\partial_i, \partial_j, \partial_k, -R^p_i \partial_p)$$

$$= \partial_t R_{ijkl} + R^p_i R_{pjkl} + \cdots + R^p_i R_{ijkp}$$

$$= \Delta R_{ijkl} + 2(B_{ijkl} - B_{ijlk} - B_{iljk} + B_{ikjl}).$$

Thus again, the last collection of terms has been eliminated by computing with respect to the connection on $\mathcal{G}$ rather than the time derivative defined in Section 3.3.1

5.3.1.3 *Relation to the Frame Bundle Method.* Now we clarify the relationship between our method and that involving computation on the frame bundle: The construction given in Section 5.2.1 can be straightforwardly generalised to the following situation: Let $E$ be an arbitrary vector bundle of rank $k$ over $M$, with a connection $\nabla$. Then $TE$ has a canonical splitting into horizontal and vertical subspaces, where the vertical subspace is tangent to the
fibre, and the horizontal consists of the directions corresponding to parallel translation in \(E\).

As in Section 1.2.2, the frame bundle \(FE\) of \(E\) is the bundle with fibre at \(x \in M\) given by the space of nonsingular linear maps from \(\mathbb{R}^k\) to \(E_x\). As before this bundle has a left action of \(\text{GL}(k)\), and each frame \((\xi_\alpha)\) has a dual frame \((\phi^\alpha)\) for \(E^*\). An arbitrary tensor field \(T\) constructed on \(E\) (that is, a multilinear function at each \(x \in M\) acting on copies of \(E_x\) and \(E^*_x\)) can be written as a vector-valued function on \(FE\): If \(T \in \Gamma(\bigotimes^p E^* \otimes \bigotimes^q E)\), then we associate to \(T\) the function from \(FE\) to \(T^p(\mathbb{R}^k) \simeq \mathbb{R}^{k(p+q)}\) given by

\[
(T(\xi))_{\alpha_1 \ldots \alpha_p}^{\beta_1 \ldots \beta_q} = T(\xi_{\alpha_1}, \ldots, \xi_{\alpha_p}, \phi^{\beta_1}, \ldots, \phi^{\beta_q}).
\]

We are not quite in the situation we had previously where we could define a global frame for \(T(FM)\). In general this can be achieved by taking a direct product of \(FE\) with the frame bundle \(FM\). Assuming we have a connection on \(TM\), there is again a canonical choice of horizontal subspace, and a canonical framing of \(T(FM \oplus FE)\).

However in the present situation a simpler construction suffices: Here we replace \(M\) by \(M \times [0, T)\), and \(E\) is the spatial tangent bundle \(\mathcal{S}\). Then \(F(\mathcal{S})\) is isomorphic to \(FM \times [0, T)\). Since \(T(M \times [0, T)) = \mathcal{S} \oplus \mathbb{R}\partial_t\), we have a global framing for \(TF(\mathcal{S})\), given by the fibre directions \(\Lambda^a_b\), \(1 \leq a, b \leq n\), and the horizontal directions, given by \(\nabla_a\) for \(1 \leq a \leq n\) and \(\nabla_t\) given by the direction corresponding to parallel translation in the \(\partial_t\) direction. This is exactly the framing constructed in Section 5.2.2.

In most of the computations we will undertake in this book we will find it much more convenient to work directly with the connection on \(\mathcal{S}\) rather than working on the frame bundle.

**5.3.2 Alternative Derivation of the Evolution of Curvature Equation.** We will now discuss an alternative derivation of the evolution equation for the curvature tensor, making use of the canonical connection on the spatial tangent bundle defined above. We will first carry this out in the setting of a general time-dependent metric, then specialise to the Ricci flow.

**5.3.2.1 A Canonical Connection on the Space-Time Tangent Bundle.** We have constructed a connection on the spatial subbundle \(\mathcal{S}\) of \(T(M \times \mathbb{R})\). It will be convenient to extend this to a connection on all of \(T(M \times \mathbb{R})\) (mostly for the application of the Bianchi identity). There are several ways to do this, but we will choose the following obvious construction:

**Theorem 5.12.** There exists a unique connection \(\nabla\) on \(T(M \times \mathbb{R})\) for which \(\nabla \partial_t = 0\) and \(\nabla X\) is as constructed in Theorem 5.9 for all \(X \in \Gamma(\mathcal{S})\).

**Remark 5.13.** This choice of connection is not symmetric: We have in general that \(\nabla_{\partial_t} \partial_t \neq 0\), while \(\nabla_t \partial_t = 0\) always. However, this choice of connection has several good points: Each of the submanifolds \(M \times \{t\}\) is totally geodesic (and
so importantly for us computing derivatives of spatial tangent vector fields gives the same answer whether computed as section of $\mathcal{S}$ or of $T(M \times \mathbb{R})$. Also, choosing $\partial_t$ to be parallel has some benefits: In particular it ensures that the projection from $T(M \times \mathbb{R})$ to $\mathcal{S}$ is a parallel tensor.

We compute the torsion tensor: This clearly vanishes if both arguments are spatial, so the only non-zero components (up to symmetry) are

$$\tau(\partial_t, \partial_i) = \nabla_{\partial_t} \partial_i - \nabla_{\partial_i} \partial_t = S(\partial_i),$$

where $S$ is defined by (5.7).

5.3.2.2 The Spatial and Temporal Curvature Tensors. We wish to relate the curvatures of the connections we have constructed to the curvature of the Levi-Civita connections of each of the metrics $g(t)$.

To do this we define the spatial curvature $R \in \Gamma(\otimes^4 \mathcal{S}^*)$ by

$$R(X,Y,W,Z) = R(\nabla X,Y,W,Z) = g(R(\nabla X,Y)W,Z)$$

for any $X,Y,W,Z \in \Gamma(\mathcal{S})$. Moreover, the temporal curvature tensor $P \in \Gamma(\otimes^3 \mathcal{S}^*)$ is defined by

$$P(X,Y,Z) = g(R(\partial_t,X)Y,Z)$$

for any $X,Y,Z \in \Gamma(\mathcal{S})$. Note that our choice of connections ensures that these are the same whether we interpret the connection as acting on $\mathcal{S}$ or on $T(M \times \mathbb{R})$.

Furthermore, if $X,Y,W,Z \in T_{(p,t)}M$, then $R(X,Y,W,Z)$ is the Riemannian curvature of the metric $g(t)$ at the point $p$, acting on $\pi_*X, \pi_*Y, \pi_*W$ and $\pi_*Z$ where $\pi : M \times \mathbb{R} \to M; (p,t) \mapsto p$ is the projection map. The other components (up to symmetry) of the curvature of the connection $\nabla$ on $T(M \times \mathbb{R})$ all vanish.

Our next step will be to compute the temporal curvature tensor $P$ in terms of the tensor $S$, but to do this we must first make a digression to discuss Bianchi identities.

5.3.2.3 Generalised Bianchi Identities. Let $\nabla$ be a connection over a vector bundle $E$ over a manifold $M$, and suppose there is also a symmetric connection $\tilde{\nabla}$ defined on $TM$. As $R(\nabla) \in \Gamma(\otimes^2 T^*M \otimes E^* \otimes E)$ we can — by the discussion in Section 1.5.3 — make sense of the covariant derivative $\nabla R(\nabla) \in \Gamma(\otimes^3 T^*M \otimes E^* \otimes E)$.

**Theorem 5.14.** For any vector fields $X,Y,Z \in X(M)$ and $\xi \in \Gamma(E)$,

$$(\nabla_X R(\nabla))(Y,Z,\xi) + (\nabla_Y R(\nabla))(Z,X,\xi) + (\nabla_Z R(\nabla))(X,Y,\xi) = 0.$$

**Proof.** Since the equation is tensorial, it is enough to check the identity with $X = \partial_i, Y = \partial_j$ and $Z = \partial_k$ about a point $p \in M$. We work in local
coordinates defined by exponential coordinates about \( p \), so that \( \nabla_i \partial_j|_p = 0 \) for all \( i \) and \( j \). Extend \( \xi \in E_p \) to a section of \( E \) such that \( \nabla \xi|_p = 0 \) (for example, construct \( \xi \) on a neighbourhood of \( p \) by parallel transport along geodesics from \( p \)). Then as \( [\partial_i, \partial_j] = 0 \) everywhere, we find at the point \( p \) that

\[
(\nabla_i R \nabla)(\partial_j, \partial_k, \xi) = \nabla_i (R \nabla(\partial_j, \partial_k, \xi))
- R \nabla(\hat{\nabla}_i \partial_j, \partial_k, \xi) - R \nabla(\hat{\nabla}_i \partial_k, \partial_j, \xi) - R \nabla(\partial_j, \hat{\nabla}_i \partial_k, \xi)
= \nabla_i (\nabla_j (\nabla_k \xi) - \nabla_k (\nabla_j \xi)).
\]

Using this, we find a the point \( p \) that

\[
(\nabla_i R \nabla)(\partial_j, \partial_k, \xi) + (\nabla_j R \nabla)(\partial_k, \partial_i, \xi) + (\nabla_k R \nabla)(\partial_i, \partial_j, \xi)
= \nabla_i (\nabla_j (\nabla_k \xi) - \nabla_k (\nabla_j \xi))
\]

\[
+ \nabla_j (\nabla_k (\nabla_i \xi) - \nabla_i (\nabla_k \xi))
\]

\[
+ \nabla_k (\nabla_i (\nabla_j \xi) - \nabla_j (\nabla_i \xi))
= R \nabla(\partial_j, \partial_i, \nabla_k \xi) + R \nabla(\partial_k, \partial_j, \nabla_i \xi) + R \nabla(\partial_i, \partial_k, \nabla_j \xi)
= 0
\]

where we grouped the first term on the first line with the second on the third, the first term on the second line with the second on the first, and the first term on the third line with the second on the second. \qed

Unfortunately we will not always be in this convenient situation: It will turn out to be natural to work with a non-symmetric connection when working with time-dependent metrics, so we will need the following variation on the Bianchi identity in the non-symmetric case. In this case we define the torsion tensor \( \tau \in \Gamma(\otimes^2 T^* M \otimes TM) \) by

\[
\tau(X, Y) = \hat{\nabla}_X Y - \hat{\nabla}_Y X - [X, Y].
\]

**Theorem 5.15.** For any vector fields \( X, Y, Z \in \mathcal{X}(M) \) and \( \xi \in \Gamma(E) \),

\[
(\nabla_X R \nabla)(Y, Z, \xi) + (\nabla_Y R \nabla)(Z, X, \xi) + (\nabla_Z R \nabla)(X, Y, \xi)
+ R \nabla(\tau(X, Y), Z, \xi) + R \nabla(\tau(Y, Z), X, \xi) + R \nabla(\tau(Z, X), Y, \xi) = 0.
\]

**Proof.** As before, choose \( X = \partial_i, Y = \partial_j, \) and \( Z = \partial_k \) about a point \( p \in M \). Extend \( \xi \in E_p \) to a smooth section with \( \nabla \xi|_p = 0 \). The difference arises because the connection in geodesic coordinates from \( p \) is no longer symmetric: Instead we have \( \hat{\nabla}_{v^i \partial_i} (v^j \partial_j)|_p = 0 \) for every vector \( v \in T_p M \) (this is the geodesic equation along the geodesic with direction \( v^i \partial_i \) at \( p \)). It follows that \( \hat{\Gamma}^{ij}_k \) is antisymmetric in the first two arguments at \( p \), so we have

\[
2\hat{\Gamma}^{ij}_k = \hat{\Gamma}^{ij}_k - \hat{\Gamma}^{ji}_k = \tau^{ij}_k.
\]
5.3 Time-Dependent Metrics and Vector Bundles over $M \times \mathbb{R}$

So rather than (5.11), we find that

$$(\nabla_i R_{ij})(\partial_j, \partial_k, \xi) = \nabla_i (R_{ij}(\partial_j, \partial_k, \xi))$$

$$- R_{ij}(\nabla_i \partial_j, \partial_k, \xi) - R_{ij}(\partial_j, \nabla_i \partial_k, \xi) - R_{ij}(\partial_j, \partial_j, \nabla_i \xi)$$

$$= \nabla_i (\nabla_j (\nabla_k \xi) - \nabla_k (\nabla_j \xi))$$

$$- \frac{1}{2} R_{ij}(\tau_{ij}, \partial_k, \xi) - \frac{1}{2} R_{ij}(\partial_j, \tau_{ik}, \xi).$$

The result now follows as before by observing the antisymmetry of $\tau$ and of the first two argument of $R_{ij}$. □

In the special case where we are working with a connection on $TM$, we also have a version of the first Bianchi identity, which we state in the case of connections which may be non-symmetric:

**Theorem 5.16.** For any vector fields $X, Y, Z \in \mathfrak{X}(M)$,

$$R(X, Y)Z + R(Y, Z)X + R(Z, X)Y$$

$$= \nabla_Y \tau(X, Z) + \nabla_Z \tau(Y, X) + \nabla_X \tau(Z, Y)$$

$$+ \tau(\tau(Y, X), Z) + \tau(\tau(Z, Y), X) + \tau(\tau(X, Z), Y).$$

**Proof.** As before we work in exponential coordinates, so that at a point $p$ we have $\nabla_i \partial_j = \frac{1}{2} \tau(\partial_i, \partial_j)$. Then we compute

$$R(\partial_i, \partial_j)\partial_k + R(\partial_j, \partial_k)\partial_i + R(\partial_k, \partial_i)\partial_j$$

$$= \nabla_j(\nabla_i \partial_k) - \nabla_i(\nabla_j \partial_k) + \nabla_k(\nabla_j \partial_i)$$

$$- \nabla_j(\nabla_k \partial_i) + \nabla_i(\nabla_k \partial_j) - \nabla_k(\nabla_i \partial_j)$$

$$= \nabla_j(\tau(\partial_i, \partial_k)) + \nabla_k(\tau(\partial_j, \partial_i)) + \nabla_i(\tau(\partial_k, \partial_j))$$

$$= \nabla_j \tau_{ik} + \nabla_k \tau_{ji} + \nabla_i \tau_{kj} + \tau(\tau_{ji}, \partial_k) + \tau(\tau_{kj}, \partial_i) + \tau(\tau_{ik}, \partial_j)$$

where we used the antisymmetry of $\tau$ in the last line. □

Finally, a result which applies when the connection is compatible with a metric $g$ (or, more generally, a parallel symmetric bilinear form).

**Theorem 5.17.** Let $E$ be a vector bundle over $M$, $\nabla$ a connection on $E$ compatible with the form $g$. For all $X, Y \in \mathfrak{X}(M)$ and $\xi, \eta \in \Gamma(E)$,

$$R(X, Y, \xi, \eta) + R(X, Y, \eta, \xi) = 0$$

where we define $R(X, Y, \xi, \eta) = g(R(X, Y)\xi, \eta)$.

**Proof.** By compatibility and the definition of the Lie bracket,
where we used the symmetry of $S$ fields is $\partial$ spatial directions. The remaining identities are those where one of the vector Bianchi identity from Theorem 5.15 gives the usual second Bianchi identity in

Proof. Observing that

Theorem 5.19. For $X, Y, Z \in \Gamma(\mathfrak{g})$, 

$$\mathcal{P}(X, Y, Z) = \nabla_Z S(Y, X) - \nabla_Y S(Z, X).$$

Proof. Observing that $R(\cdot, \cdot, \partial_t, \cdot) = 0$ and the expression for the torsion given by (5.9) with the the Bianchi identity proved in Theorem 5.16 gives

$$R(\partial_t, X, Y, Z) - R(\partial_t, Y, X, Z) = g(\nabla_X S(Y, Z)) - g(\nabla_Y S(X, Z))$$

since the connection is spatially symmetric. From this we obtain, using Theorem 5.17 the following expression:

$$2R(\partial_t, X, Y, Z) = R(\partial_t, X, Y, Z) - R(\partial_t, X, Z, Y)$$

$$= R(\partial_t, Y, X, Z) + \nabla_X S(Y, Z) - \nabla_Y S(X, Z)$$

where we used the symmetry of $S$ from Theorem 5.9

5.3.2.5 The Temporal Bianchi Identity and Evolution of Curvature. The Bianchi identity from Theorem 5.15 gives the usual second Bianchi identity in spatial directions. The remaining identities are those where one of the vector fields is $\partial_t$, which provide the following evolution equation for the spatial curvature tensor:

Theorem 5.19. For $X, Y, Z \in \Gamma(\mathfrak{g})$,

$$\nabla_{\partial_t} R(X, Y, W, Z) = \nabla_X \nabla_Z S(Y, W) - \nabla_X \nabla_W S(Y, Z)$$

$$- \nabla_Y \nabla_Z S(X, W) + \nabla_Y \nabla_W S(X, Z)$$

$$- R(S(X), Y, W, Z) - R(X, S(Y), W, Z).$$
Proof. From the Bianchi identity in Theorem 5.15 and the torsion identity (5.9) we have:

\[
\nabla_{\partial_t} R(X, Y, W, Z) = -\nabla_X R(Y, \partial_t, W, Z) - \nabla_Y R(\partial_t, X, W, Z) \\
- R(\tau(\partial_t, X), Y, W, Z) - R(\tau(X, Y), \partial_t, W, Z) \\
= \nabla_X P(Y, W, Z) - \nabla_Y P(X, W, Z) \\
+ R(S(X), Y, W, Z) - R(X, S(Y), W, Z) \tag{5.13}
\]

where we used the result of Theorem 5.18. Note the difference in the last two terms compared to the expression in Proposition 3.8. □

5.3.2.6 The Evolution of Curvature in the Ricci Flow Case. Suppose now that the metric \( g \) evolves by Ricci flow. With the vector bundle machinery presented so far, we can now derive the evolution equation for the spatial curvature. Working with the connection \( \nabla \) on \( M \times \mathbb{R} \) constructed from Theorems 5.9 and 5.12, we first observe directly from Proposition 3.2 — as \( \nabla \) is spatially symmetric — that:

**Theorem 5.20.** For \( X, Y, W, Z \in \Gamma(\mathcal{S}) \), the Laplacian of the spatial curvature tensor \( R \) satisfies

\[
(\Delta R)(X, Y, W, Z) = \nabla_X \nabla_W \text{Ric}(Y, Z) - \nabla_Y \nabla_W \text{Ric}(X, Z) \\
+ \nabla_Y \nabla_Z \text{Ric}(X, W) - \nabla_X \nabla_Z \text{Ric}(Y, W) \\
- 2(B(X, Y, W, Z) - B(X, Y, Z, W) \\
+ B(X, W, Y, Z) - B(X, Z, Y, W)) \\
+ \text{Ric}(R(W, Z)X, Y) - \text{Ric}(R(W, Z)Y, X).
\]

Now since the time-dependent metric \( g = g(t) \) evolves according to \( \partial_t g_{ij} = -2\text{Ric}_{ij} \), equation (5.8) implies that

\[
S(\partial_t) = \nabla_{\partial_t} \partial_t - [\partial_t, \partial_t]^* \\
= \Gamma_i^k \partial_k \\
= \frac{1}{2} (g^{kj} \partial_t g_{ij}) \partial_k \\
= -\text{Ric}^k \partial_k.
\]

So we conclude for \( X, Y \in \Gamma(\mathcal{S}) \) that

\[
S(X) = -\text{Ric}^X(X) \quad \text{and} \quad S(X, Y) = -\text{Ric}(X, Y).
\]
As $\nabla$ is compatible with $g$, we also see that

$$\nabla_X \nabla_Y S(Z, W) = -\nabla_X \nabla_Y \text{Ric}(Z, W) = -g(\nabla_X \nabla_Y \text{Ric}^\sharp(Z), W).$$

Thus, by combining Theorems 5.19 and 5.20, we obtain the following desired reaction-diffusion type equation for the curvature.

**Theorem 5.21.** If the metric $g$ evolves by Ricci flow, then the curvature $R$ evolves according to

$$\nabla_{\partial_t} R(X, Y, Z, W) = (\Delta R)(X, Y, Z, W)
+ 2(B(X, Y, Z, W) - B(X, Y, W, Z)
+ B(X, W, Y, Z) - B(X, Z, Y, W)),
$$

where $X, Y, Z$ and $W$ are spatial vector fields.
Chapter 6
The Weak Maximum Principle

The maximum principle is the main tool we will use to understand the behaviour of solutions to the Ricci flow. While other problems arising in geometric analysis and calculus of variations make strong use of techniques from functional analysis, here — due to the fact that the metric is changing — most of these techniques are not available; although methods in this direction are developed in the work of Perelman [Per02]. The maximum principle, though very simple, is also a very powerful tool which can be used to show that pointwise inequalities on the initial data of parabolic PDE are preserved by the evolution. As we have already seen, when the metric evolves by Ricci flow the various curvature tensors $R$, Ric, and Scat do indeed satisfy systems of parabolic PDE. Our main applications of the maximum principle will be to prove that certain inequalities on these tensors are preserved by the Ricci flow, so that the geometry of the evolving metrics is controlled.

6.1 Elementary Analysis

Suppose $U \subset \mathbb{R}^n$ is open and let $f : U \subset \mathbb{R}^n \to \mathbb{R}$ be a smooth function. If $f$ has a local minimum at some $p \in U$, then it follows that $\nabla f(p) = 0$ and $\Delta f(p) \geq 0$. This follows from the second derivative test for functions of one variable: Given any direction $v \in \mathbb{R}^n$, the function $t \mapsto f_v(t) := f(p + tv)$ has a local minimum at $t = 0$, so $f'_v(0) = \nabla_v f(p) = 0$ and $f''_v(0) = \nabla_v \nabla_v f(p) \geq 0$. The Laplacian is proportional to the average of $f''_v(0)$ over all unit vectors $v$, and so is also non-negative.

On a Riemannian manifold the same argument applies if we define $f_v(t) := f(\exp_p(tv))$, so that we have the following result:

Lemma 6.1 (Second Derivative Test). Let $M$ be an $n$-dimensional Riemannian manifold, and $u : M \to \mathbb{R}$ a $C^2$-function. If $u$ has a local minimum at a point $p \in M$, then

$$\nabla u(p) = 0 \quad \text{and} \quad \Delta u(p) \geq 0.$$
As we shall see, Lemma 6.1 is the main ingredient in the proof of the maximum principle.

6.2 Scalar Maximum Principle

The simplest manifestation of the weak maximum principle is the following scalar maximum principle for time dependent metrics.

**Proposition 6.2.** Suppose \( g(t), t \in [0,T), \) is a smooth family of metrics on a compact manifold \( M \) such that \( u : M \times [0,T) \to \mathbb{R} \) satisfies

\[
\frac{\partial}{\partial t} u - \Delta g(t) u \geq 0.
\]

If \( u \geq c \) at \( t = 0 \), for some \( c \in \mathbb{R} \), then \( u \geq c \) for all \( t \geq 0 \).\(^{1}\)

**Proof.** Fix \( \varepsilon > 0 \) and define \( u_\varepsilon = u + \varepsilon(1 + t) \), so by hypothesis \( u_\varepsilon > c \) at \( t = 0 \). We claim \( u_\varepsilon > c \) for all \( t > 0 \).

To prove this, suppose the result is false. That is, there exists \( \varepsilon > 0 \) such that \( u_\varepsilon \leq c \) somewhere in \( M \times (0,T) \). As \( M \) is compact, there exists \( (x_1, t_1) \in M \times (0,T) \) such that \( u_\varepsilon(x_1, t_1) = c \) and \( u_\varepsilon(x, t) \geq c \) for all \( x \in M \) and \( t \in [0, t_1] \). From this it follows that at \( (x_1, t_1) \) we have \( \frac{\partial u_\varepsilon}{\partial t} \leq 0 \) and \( \Delta u_\varepsilon \geq 0 \), so that

\[
0 \geq \frac{\partial u_\varepsilon}{\partial t} \geq \Delta g(t) u_\varepsilon + \varepsilon > 0,
\]

which is a contradiction. Hence \( u_\varepsilon > c \) on \( M \times [0,T) \); and since \( \varepsilon > 0 \) is arbitrary, \( u \geq c \) on \( M \times [0,T) \). \( \square \)

This proposition can be generalised by considering the semi-linear second-order parabolic operator:

\[
Lu := \frac{\partial u}{\partial t} - \Delta g(t) u - \langle X(t), \nabla u \rangle - F(u, t),
\]

where \( X(t) \) is a time-dependent vector field and \( F = F(x, t) : \mathbb{R} \times [0,T) \to \mathbb{R} \) is continuous in \( t \) and locally Lipschitz in \( x \). We say \( u \) is a *supersolution* if \( Lu \geq 0 \), and a *subsolution* if \( Lu \leq 0 \).

**Proposition 6.3 (Comparison Principle).** Suppose that \( u \) and \( v \) are \( C^2 \) and satisfy \( Lv \leq Lu \) on \( M \times [0,T) \), and \( v(x,0) \leq u(x,0) \) for all \( x \in M \). Then

\[
v(x,t) \leq u(x,t)
\]

holds on \( M \times [0,T) \).

---

\(^{1}\) Note that the Laplacian is defined by \( \Delta g(t) := g(t)^{ij} \nabla_i^{(t)} \nabla_j^{(t)} \), where \( \nabla^{(t)} \) is the covariant derivative associated to \( g(t) \).
Proof. We apply an argument to $w = u - v$ similar to that of the previous proposition. Firstly, compute

$$0 \leq Lu - Lv = \frac{\partial w}{\partial t} - \Delta w - \langle X, \nabla w \rangle - F(u, t) + F(v, t),$$

and note that the main difficulty is in controlling the last two terms. To do this, let $\tau \in (0, T)$, so that $u$ and $v$ are $C^2$ on $M \times [0, \tau]$. In particular, since $M \times [0, \tau]$ is compact and $F$ is locally Lipschitz in the first argument, there exists a constant $C$ such that $|F(u(x, t), t) - F(v(x, t), t)| \leq C|u(x, t) - v(x, t)|$, for all $(x, t) \in M \times [0, \tau]$. Now let $\varepsilon > 0$, and define $w_\varepsilon(x, t) = w(x, t) + \varepsilon e^{2Ct}$. Then $w_\varepsilon(x, 0) \geq \varepsilon > 0$ for all $x \in M$, while

$$\frac{\partial w_\varepsilon}{\partial t} \geq \Delta w + \langle X, \nabla w \rangle - C|w| + 2C\varepsilon e^{2Ct}.$$ 

At a first point and time $(x_0, t_0)$ where $w_\varepsilon(x_0, t_0) = 0$, we have $w = -\varepsilon e^{2Ct_0}$, $\nabla w = 0$, and $\Delta w \geq 0$, while $\frac{\partial w_\varepsilon}{\partial t} \leq 0$. So at this point

$$0 \geq \frac{\partial w_\varepsilon}{\partial t} \geq \Delta w + \langle X, \nabla w \rangle - C\varepsilon e^{2Ct_0} + 2C\varepsilon e^{2Ct_0} \geq C\varepsilon e^{2Ct_0} > 0,$$

which is a contradiction. Therefore $w_\varepsilon > 0$ for all $\varepsilon > 0$, and hence $w \geq 0$ on $M \times [0, \tau]$. Since $\tau \in (0, T)$ is arbitrary, $w \geq 0$ on $M \times [0, T)$. \qed

From the above result we can conclude that super/sub-solutions of heat type equations can be bounded by solutions to associated ODE:

**Theorem 6.4 (The Scalar Maximum Principle).** Suppose $u$ is $C^2$ and satisfies $Lu \geq 0$ on $M \times [0, T)$, and $u(x, 0) \geq c$ for all $x \in M$. Let $\phi(t)$ be the solution to the associated ODE:

$$\frac{d\phi}{dt} = F(\phi, t),$$

$$\phi(0) = c.$$

Then

$$u(x, t) \geq \phi(t)$$

for all $x \in M$ and all $t \in [0, T)$ in the interval of existence of $\phi$.

**Proof.** Apply Proposition 6.3 with $v(x, t) = \phi(t)$: This can be done since $Lu \geq 0 = L\phi$, and $u(x, 0) \geq c = \phi(0)$. \qed

**Remark 6.5.** Of course a similar result holds if both inequalities are reversed, and in particular if $u$ satisfies $Lu = 0$ then both upper and lower bounds for $u$ can be obtained from solutions of the associated ODE.
6.2.1 Lower Bounds on the Scalar Curvature. As a simple illustration of how the scalar maximum principle can be applied to the Ricci flow, consider the evolution equation for the scalar curvature given in Corollary 3.19. Since the reaction term is always non-negative, we have

\[ \frac{\partial}{\partial t} \text{Scal} \geq \Delta \text{Scal}. \]

So any initial lower bound for scalar curvature is preserved (while upper bounds are in general not preserved). A stronger result can be obtained by estimating the reaction term more carefully: Since

\[ |\text{Ric}|^2 \geq \frac{1}{n} \text{Scal}^2, \]

we have

\[ \frac{\partial}{\partial t} \text{Scal} \geq \Delta \text{Scal} + \frac{2}{n} \text{Scal}^2. \]

Writing \( \mathcal{S}_0 = \inf \{ \text{Scal}(p, 0) : p \in M \} \), we can apply Theorem 6.4 to prove \( \text{Scal}(p, t) \geq \phi(t) \), where

\[
\phi(t) = \begin{cases} 
\frac{n|\mathcal{S}_0|}{n+2|\mathcal{S}_0|t} & \text{if } \mathcal{S}_0 < 0, \\
0 & \text{if } \mathcal{S}_0 = 0, \\
\frac{n\mathcal{S}_0}{n-2\mathcal{S}_0t} & \text{if } \mathcal{S}_0 > 0.
\end{cases}
\]

In particular, if \( \mathcal{S}_0 > 0 \) then the lower bound \( \phi(t) \) approaches infinity as \( t \to \frac{n}{2\mathcal{S}_0} \), thus giving an upper bound on the maximal interval existence for the solution of Ricci flow.

6.2.2 Doubling-Time Estimates. Another useful application of the scalar maximum principle is the so-called doubling time estimate, which gives a lower bound on the time taken for the curvature to become large. From the evolution equation for curvature (as in the proof of Lemma 7.3) we find that

\[ \frac{\partial}{\partial t} |R|^2 \leq \Delta |R|^2 + C(n)|R|^3. \]

So if \( |R| \leq K \) at \( t = 0 \), then

\[ |R|^2(x, t) \leq \left( \frac{1}{K} - \frac{C(n)}{2} t \right)^{-2} =: \rho(t) \] (6.1)

for all \( x \in M \) and \( t \geq 0 \) where \( \rho(t) \) is the solution of the ODE: \( \frac{d\rho}{dt} = C(n)\rho^{3/2} \) with \( \rho(0) = K^2 \). In particular \( |R|(t) \leq 2K \), whenever \( t \in [0, 1/C(n)K] \). This proves the following result which states that the maximum of the curvature cannot grow too fast:
Lemma 6.6 (Doubling Time Estimate). Let $g(t)$ be a solution of the Ricci flow on a compact manifold $M$, with $|R(g(0))| \leq K$. Then $|R(g(t))| \leq 2K$, for all $t \in [0, 1/C(n)K]$.

6.3 Maximum Principle for Symmetric 2-Tensors

To go beyond controlling the scalar curvature to controlling the Ricci curvature, it is natural to consider a generalisation of the maximum principle which applies to symmetric 2-tensors. This was done by Hamilton in his paper on three-manifolds \cite{Ham82b}. In order to state his result, we need the following definition:

Definition 6.7 (Null-eigenvector Assumption). We say $\beta : \text{Sym}^2 T^*M \times [0, T) \rightarrow \text{Sym}^2 T^*M$ satisfies the null-eigenvector assumption if whenever $\omega_{ij}$ is a nonnegative symmetric 2-tensor at a point $x$, and if $V \in T_x M$ is such that $\omega_{ij}V^j = 0$, then $\beta_{ij}(\omega, t)V^iV^j \geq 0$ for any $t \in [0, T)$.

Note that a symmetric tensor $\omega_{ij}$ is defined to be non-negative if and only if $\omega_{ij}v^iv^j \geq 0$ for all vectors $v^i$ (i.e. if the quadratic form induced by $\omega_{ij}$ is positive semi-definite). In this situation we write $\omega_{ij} \geq 0$.

Theorem 6.8. Suppose that $g(t)$, $t \in [0, T)$, is a smooth family of metrics on a compact manifold $M$. Let $\alpha(t) \in \Gamma(\text{Sym}^2 T^*M)$ be a symmetric 2-tensor satisfying

$$\frac{\partial \alpha}{\partial t} \geq \Delta_{g(t)} \alpha + \langle X, \nabla \alpha \rangle + \beta,$$

where $X$ is a (time-dependent) vector field and $\beta = \beta(\alpha, t)$ is a symmetric 2-tensor locally Lipschitz in $\alpha$ and continuous in $t$.

If $\alpha(p, 0) \geq 0$ for all $p \in M$ and $\beta$ satisfies the null-eigenvector assumption, then $\alpha(p, t) \geq 0$ for all $p \in M$ and $t \in [0, T)$.

We naturally want to apply this theorem to the evolution of $\text{Ric}_{ij}$ under the Ricci flow, which by Corollary 3.18 takes the form

$$\frac{\partial}{\partial t} \text{Ric}_{ij} = \Delta \text{Ric}_{ij} + 2(\text{Ric}_{pq} \text{R}_{pijq} - \text{Ric}_{ip}\text{Ric}_{pj}).$$

The problem here is trying to control the curvature term $R_{pijq}$ which potentially could be quite complicated. Fortunately Hamilton \cite{Ham82b} noted that the Weyl curvature tensor, discussed in Section 3.5.2, vanishes when the dimension $n = 3$. The significance of this is that it allows one to write the

\footnote{When $n = 3$ there are only two possible types of nonzero components of $W$. Either there are three distinct indices, such as $W_{1231}$, or there are two distinct indices such as $W_{1221}$. Using the trace-free property, $W_{1231} = -W_{2232} - W_{3233} = 0$. Also, $W_{1221} = -W_{2222} - W_{3223} = -W_{3223} = W_{3113} = -W_{2112} = -W_{1221}$ so $W_{1221} = 0$.}
full curvature tensor:
\[ R_{ijkl} = g_{ik}Ric_{jl} + g_{jk}Ric_{il} - g_{il}Ric_{jk} - g_{ij}Ric_{lk} - \frac{1}{2}\text{Scal}(g_{ik}g_{jl} - g_{il}g_{jk}). \]

It follows that the evolution of the Ricci tensor, when \( n = 3 \), is given by
\[ \frac{\partial}{\partial t}Ric_{ij} = \Delta Ric_{ij} - Q_{ij}, \]
where \( Q_{ij} = 6Ric_{ip}Ric_{pj} - 3\text{Scal Ric}_{ij} - (\text{Scal}^2 - 2|Ric|^2)g_{ij} \) is completely expressed in terms of the Ricci tensor \( Ric_{ij} \) and its contractions with the metric \( g_{ij} \). With the equation now in this form, one can simply check the null-eigenvector condition in Theorem 6.8, with \( X = 0, \alpha_{ij} = Ric_{ij} \) and \( \beta_{ij} = -Q_{ij} \), to prove the following:

**Theorem 6.9 (Ham82b Sect. 9).** Suppose \( g(t), t \in [0,T) \), is a solution of the Ricci flow on a closed 3-manifold \( M \). If \( Ric_{ij} \geq 0 \) at \( t = 0 \), then \( Ric_{ij} \geq 0 \) on \( 0 \leq t < T \).

**Remark 6.10.** However in general for \( n \geq 3 \) neither the condition of nonnegative Ricci curvature nor the condition of nonnegative sectional curvature is preserved under the Ricci flow on closed manifolds (see CCG+08 Chap. 13). It is precisely the problem of controlling the Weyl part in the evolutionary equation that has remained a major obstruction to pinching results in higher dimensions. We will return to this problem in Chapters 11 and 12.

### 6.4 Vector Bundle Maximum Principle

Consider a compact Riemannian manifold \((M,g)\) with a (possibly time-varying) metric \( g \) with Levi-Civita connection \( \hat{\nabla} \), and a rank \( k \)-vector bundle \( \pi : E \to M \times \mathbb{R} \) with a connection \( \nabla \). Let \( h \) be a metric on the bundle \( E \) which is compatible with the connection \( \nabla \).

Now consider a heat-type pde in which sections \( u \in \Gamma(E) \) evolve by
\[ \nabla_{\partial_t} u = \Delta u + \nabla_V u + F(u), \quad (6.2) \]
where the Laplacian \( \Delta \) acting on sections of \( E \) is defined by
\[ \Delta u = g^{ij}(\nabla_i(\nabla_j u) - \nabla_{\nabla_i\partial_j} u); \]
\( V \) is a smooth section of the spatial tangent bundle \( \mathcal{G} \), i.e. a smooth time-dependent vector field on \( M \); and \( F \) is a time-dependent vertical vector field on each fibre of \( E \), i.e. \( F \in \Gamma(\pi^*E \to E) \) where \( \pi^*E \) is the pullback bundle. Thus we have \( F(x,t,u) \in (\pi^*E)_{(x,t,u)} = E_{(x,t)} \) for any \( (x,t,u) = (x,t,u(x,t)) \in E \). In particular \( F_{(x,t)} := F_{\pi^{-1}(x,t)} : u \to v = F(x,t,u) \) is a map from \( E_{(x,t)} \) to itself; in which case \( 6.2 \) takes the form \( \nabla_{\partial_t} u(x,t) = \Delta u(x,t) + F(x,t,u(x,t)) \).
6.4 Vector Bundle Maximum Principle

6.4.1 Statement of Maximum Principle. In order to state an analogous maximum principle for vector bundles, we need the following three conditions.

Definition 6.11 (Convex in the Fibre). A subset $\Omega \subset E$ is said to be convex in the fibre if for each $(x, t) \in M \times \mathbb{R}$, the set $\Omega(x, t) = \Omega \cap E(x, t)$ is a convex subset of the vector space $E(x, t)$.

With reference to Appendix B, we define the support function $s : E^* \to \mathbb{R}$ of $\Omega$ by

$$s(x, t, \ell) = \sup \{ \ell(v) : v \in \Omega(x, t) \subset E(x, t) \}.$$ 

The normal cone $N_v \Omega(x, t)$ of $\Omega(x, t)$ at a point $v \in \partial \Omega(x, t)$ is then defined by

$$N_v \Omega(x, t) = \{ \ell \in E^*(x, t) : \ell(v) = s(x, t, \ell) \},$$

and the tangent cone is defined by

$$T_v \Omega(x, t) = \bigcap_{\ell \in N_v \Omega(x, t)} \{ z \in E(x, t) : \ell(z) \leq 0 \}.$$ 

Definition 6.12 (Vector Field Points into the Set). Let $\Omega$ be a subset of $E$ which is convex in the fibre. The vector field $F \in \Gamma(\pi^*E)$ is said to point into $\Omega$ if $F(x, t, v) \in T_v \Omega(x, t)$ for every $(x, t, v) \in E$ with $v \in \partial \Omega(x, t)$. Furthermore, $F$ is said to strictly point into $\Omega$ if $F(x, t, v)$ is in the interior of $T_v \Omega(x, t)$ for every $(x, t, v) \in E$ with $v \in \partial \Omega(x, t)$.

Remark 6.13. We will prove in Corollary 6.16 that $F$ points into $\Omega$ precisely when the flow of the vector field $F$ on each fibre $E(x, t)$ takes $\Omega(x, t)$ into itself.

Definition 6.14 (Invariance Under Parallel Transport). Let $\Omega \subset E$ be a subset. We say $\Omega$ is invariant under parallel transport by the connection $\nabla$ if for every curve $\gamma$ in $M \times \mathbb{R}$ and vector $V_0 \in \Omega(\gamma(0))$, the unique parallel section $V$ along $\gamma$ with $V(0) = V_0$ is contained in $\Omega$.

We now state the maximum principle for vector bundles as follows.

Theorem 6.15 (Maximum Principle for Vector Bundle). Let $\Omega \subset E$ be closed, convex in the fibre, and invariant under parallel transport with respect to $\nabla$. Let $F$ be a vector field which points into $\Omega$. Then any solution $u$ to the PDE (6.2) which starts in $\Omega$ will remain in $\Omega$: If $u(x, t_0) \in \Omega$ for all $x \in M$, then $u(x, t) \in \Omega$ for all $x \in M$ and $t \geq t_0$ in the interval of existence.

Proof. We apply a maximum principle argument to a function $f$ on the ‘sphere bundle’ $S^*$ over $M \times \mathbb{R}$ (with fibre at $(x, t)$ given by $S^*_x = \{ \ell \in E^*_x : \| \ell \| = 1 \}$) defined by

$$f(x, t, \ell) = \ell(u(x, t)) - s(x, t, \ell)$$
where $s$ is the support function defined above. By Theorem \[B.2\] in Appendix \[B\] we note that for each $(x, t)$, the supremum of $f(x, t, \ell)$ over $\ell \in S^*_{(x, t)}$ gives the distance of $u(x, t)$ from $\Omega_{(x, t)}$. Thus the condition: $u(x, t) \in \Omega$, for all $(x, t)$, is equivalent to the inequality $f \leq 0$ on $S^*$. In particular the initial condition $u(x, t_0) \in \Omega_{(x, t_0)}$, for all $x \in M$ is equivalent to the condition:

$$f(x, t_0, \ell) \leq 0, \quad \forall (x, t_0, \ell) \in S^*.$$ 

We seek to prove the same is true for positive times $t$. 

Our strategy will be to show that $f - \varepsilon e^{Ct}$ remains negative for all small $\varepsilon > 0$, for a suitable constant $C$. The choice of $C$ will depend on Lipschitz bounds for the vector field $F$, so we must first restrict to a suitable compact region: Let $t_1 > t_0$ be any time less than the maximal time of existence of the solution, so that $u$ is a smooth section on $E$ over $M \times [t_0, t_1]$. Since $M \times [t_0, t_1]$ is compact, there exists $K > 0$ such that $\|u(x, t)\| \leq K$. Since $F$ is smooth, there exists a constant $L$ such that $\|F(x, t, v_2) - F(x, t, v_1)\| \leq L\|v_2 - v_1\|$ for all $(x, t) \in M \times [t_0, t_1]$ and all $v_2, v_1 \in E(x, t)$ with $\|v_i\| \leq 2K, i = 1, 2$. Now choose $\varepsilon_0 > 0$ such that $\varepsilon_0 e^{(L+1)(t_1 - t_0)} \leq K$. We will prove that:

$$f - \varepsilon e^{(L+1)(t-t_0)} \leq 0 \quad \text{on } M \times [t_0, t_1]$$

for any $\varepsilon \leq \varepsilon_0$.

First note that the inequality $f - \varepsilon e^{(L+1)(t-t_0)}$ holds strictly for $t = t_0$. If the inequality does not hold on the entire domain $M \times [t_0, t_1]$, then there exists $(\tilde{x}, \tilde{t}, \tilde{\ell})$ with $t_0 < \tilde{t} \leq t_1$ and $\ell \in S^*_{(\tilde{x}, \tilde{t})}$ such that $f(\tilde{x}, \tilde{t}, \ell_0) = \varepsilon_0 e^{(L+1)(\tilde{t} - t_0)}$ and $f(x, t, \ell) \leq \varepsilon e^{(L+1)(t-t_0)}$ for all $(x, t, \ell) \in S^*$ with $t_0 \leq t \leq \tilde{t}$.

Let $v$ be the closest point in $\Omega_{(\tilde{x}, \tilde{t})}$ to $u(\tilde{x}, \tilde{t})$. By Theorem \[B.2\] we have $\|v - u(\tilde{x}, \tilde{t})\| = \varepsilon_0 e^{(L+1)(\tilde{t} - t_0)} \leq K$ since $\varepsilon \leq \varepsilon_0$, and $\|u(\tilde{x}, \tilde{t})\| \leq K$, so $\|v\| \leq 2K$. Thus by the definition of $L$ we have

$$\|F(\tilde{x}, \tilde{t}, v) - F(\tilde{x}, \tilde{t}, u(\tilde{x}, \tilde{t}))\| \leq L\|v - u(\tilde{x}, \tilde{t})\| = \varepsilon Le^{(L+1)(\tilde{t} - t_0)}.$$

We claim that $\ell \in N_v \Omega_{(\tilde{x}, \tilde{t})}$: From the proof of Theorem \[B.2\] for $\ell$ to attain the maximum of $f$ we must have $\ell(\cdot) = \langle u(\tilde{x}, \tilde{t}) - v, \cdot \rangle/\|u(\tilde{x}, \tilde{t}) - v\|$, and then the proof of Theorem \[B.1\] shows that $\ell(v) = s(\tilde{x}, \tilde{t}, \ell)$, so $\ell \in N_v \Omega_{(\tilde{x}, \tilde{t})}$ as required. The assumption that $F$ points into $\Omega$ then implies that $\ell(F(\tilde{x}, \tilde{t}, v)) \leq 0$.

In a neighbourhood $U$ of $(\tilde{x}, \tilde{t})$, extend $\tilde{\ell}$ to a smooth section $\ell$ of $E^*$ by parallel translation along spatial geodesics from $\tilde{x}$, then along lines of fixed $x$ in the $t$ direction. Since the metric is compatible with the connection on $E$, we have $\ell(x, t) \in S^*$ for $(x, t) \in U$. 


Claim. For this ι, the function \((x,t) \mapsto s(x,t,ι(x,t))\) is constant on \(U\).

Proof of Claim. Parallel transporting along the curves indicated above defines the parallel transport maps

\[
P : U \times E(\tilde{x},\tilde{t}) \to \pi_E^{-1}U \subset E \quad \text{and} \quad P^* : U \times E^*(\tilde{x},\tilde{t}) \to \pi_E^{-1}(U) \subset E^*.
\]

Thus \(ℓ(x,t) = P^*(x,t,\tilde{ℓ})\) by definition. The invariance of \(Ω\) under parallel transport implies that \(P(x,t,Ω(\tilde{x},\tilde{t})) = Ω(\tilde{x},\tilde{t})\) for every \((x,t) \in U\). The definition of the dual connection implies that \((P^*(x,t,\tilde{ℓ}))(P(x,t,v))\) is parallel, hence constant, along each of the curves. In particular this implies

\[
s(x,t,P^*(x,t,\tilde{ℓ})) = \sup \{(P^*(x,t,\tilde{ℓ}))(v) : v \in Ω(x,t)\} = \sup \{(P^*(x,t,\tilde{ℓ}))(P(x,t,v)) : v \in Ω(\tilde{x},\tilde{t})\} = \sup \{\tilde{ℓ}(v) : v \in Ω(\tilde{x},\tilde{t})\} = s(\tilde{x},\tilde{t},\tilde{ℓ})
\]

which proves the claim. \(\square\)

Define a function \(\tilde{f}\) on \(U\) by setting \(\tilde{f}(x,t) = f(x,t,ℓ(x,t))\). By the construction of \(ℓ, \tilde{f}\) is smooth on \(U\). Furthermore, \(\tilde{f}(\tilde{x},\tilde{t}) = εe^{(L+1)(\tilde{t}−t_0)}\) and \(\tilde{f}(x,t) ≤ εe^{(L+1)(t−t_0)}\) for all \((x,t)\) with \(t_0 ≤ t ≤ \tilde{t}\). It follows from this that spatial derivatives of \(\tilde{f}\) vanish at \((\tilde{x},\tilde{t})\), \(Δ\tilde{f}(\tilde{x},\tilde{t}) ≤ 0\), and \(\frac{∂}{∂t} \tilde{f}(\tilde{x},\tilde{t}) - ε(L+1)e^{(L+1)(\tilde{t}−t_0)} ≥ 0\).

Since \(ℓ\) is parallel along spatial geodesics through \((\tilde{x},\tilde{t})\), we have that \((∇^2ℓ(\tilde{x},\tilde{t}))(v,v) = 0\) for every \(v\), and hence \(∇^2ℓ(\tilde{x},\tilde{t}) = 0\) since \(∇\) is symmetric. In particular, \(Δℓ(\tilde{x},\tilde{t}) = 0\).

Now we compute

\[
\frac{∂}{∂t} \tilde{f}
\]

\[
\bigg|_{(\tilde{x},\tilde{t})} = \frac{∂}{∂t}(ℓ(u) - s(ℓ))
\]

\[
= ∇_\partial_t ℓ(u) + ℓ(∇_\partial_t u) - ∂_t s(ℓ)
\]

\[
= ℓ(Δu + ∇_V u + F(u))
\]

\[
= Δ\tilde{f}(\tilde{x},\tilde{t}) + ∇_V \tilde{f}(\tilde{x},\tilde{t})
\]

\[
+ ℓ(F(\tilde{x},\tilde{t},u(\tilde{x},\tilde{t}))) - F(\tilde{x},\tilde{t},v)) + ℓ(F(\tilde{x},\tilde{t},v))
\]

since \(∇\tilde{f} = ℓ(∇u) + (∇ℓ)(u) - ∇(s(ℓ)) = ℓ(∇u)\) and \(Δ\tilde{f} = (Δℓ)(u) + 2∇_iℓ(∇_i u) + ℓ(Δu) - Δ(s(ℓ)) = ℓ(Δu)\).

Combining the inequalities \(Δ\tilde{f} ≤ 0, ∇\tilde{f} = 0, \frac{∂}{∂t} (\tilde{f} - εe^{(L+1)(\tilde{t}−t_0)}) ≥ 0,\)

\(\|F(u) - F(v)\| ≤ L\|u - v\|\) and \(ell(F(v)) ≤ 0\) noted previously, we see that
\begin{align*}
0 & \leq \frac{\partial}{\partial t} \bar{f}(\tilde{x}, \tilde{t}) - \varepsilon (L + 1) e^{(L+1)(\tilde{t}-t_0)} \\
& = \Delta \bar{f}(\tilde{x}, \tilde{t}) + \nabla V \bar{f}(\tilde{x}, \tilde{t}) + \ell(F(\tilde{x}, \tilde{t}, v)) \\
& \quad + \ell(F(\tilde{x}, \tilde{t}, u(\tilde{x}, \tilde{t}))) - F(\tilde{x}, \tilde{t}, v)) - \varepsilon (L + 1) e^{(L+1)(\tilde{t}-t_0)} \\
& \leq L \|u(\tilde{x}, \tilde{t}) - v\| - \varepsilon (L + 1) e^{(L+1)(\tilde{t}-t_0)} \\
& = -\varepsilon e^{(L+1)(\tilde{t}-t_0)} < 0
\end{align*}

which is a contradiction, since \(\|u(\tilde{x}, \tilde{t}) - v\| = \varepsilon e^{(L+1)(\tilde{t}-t_0)}\).

Therefore the inequality

\[ f - \varepsilon e^{(L+1)(t-t_0)} \leq 0 \]

holds true on \(M \times [t_0, t_1]\) for any \(0 < \varepsilon < \varepsilon_0\), and so \(f \leq 0\) on \(M \times [t_0, t_1]\).

Since \(t_1\) is an arbitrary time before the maximal time, we have \(f \leq 0\) for all \(t \geq t_0\) in the interval of existence, and hence \(u(x, t) \in \Omega\) for all \(x \in M\) and \(t \geq t_0\) as desired. \(\square\)

As a first application of the maximum principle for vector bundles, we apply Theorem 6.15 in the simplest possible case to prove the following characterisation of the flow when a vector field preserves a convex set:

**Corollary 6.16.** Let \(\Omega\) be a closed convex subset of a finite-dimensional vector space \(V\), and let \(F : [0, T] \times V \rightarrow V\) be a smooth time-dependent vector field which points into \(\Omega\), so that \(F(t, v) \in T_v \Omega\) for all \(v \in \partial \Omega\) and \(t \in [0, T]\). Then the flow of \(F\) preserves \(\Omega\), in the sense that for any \(u_0 \in \Omega\) the solution of the ODE

\[
\frac{d}{dt} u(t) = F(t, u(t)) \\
\]

\[
u(0) = u_0
\]

has \(u(t) \in \Omega\) for all \(t \geq 0\) in its interval of existence.

**Proof.** Let \(M\) to be the zero-dimensional manifold consisting of a single point \(\{x\}\). Let \(E\) the trivial bundle \(\{x\} \times V\) with the trivial connection given by differentiation in the \(t\) direction, and metric given by a time-independent inner product on \(V\). Also take \(\Omega\) constant. Then \(\Delta u = 0\) since there are no spatial directions. Equation (6.2) reduces to the ordinary differential equation above, and the maximum principle applies. \(\square\)

**Remark 6.17.** The converse also holds: If \(F\) does not point into \(\Omega\), then there exists some \(v \in \partial \Omega\) and \(\ell \in N_v \Omega\) such that \(\ell(F(v)) > 0\). But then the solution of the ODE with initial value \(v\) has \(\frac{d}{dt} \ell(u(t)) > 0\) at \(t = 0\). Therefore \(\ell(u(t)) > \ell(v) = s(\ell) = \sup \{\ell(x) : x \in \Omega\}\) for small \(t > 0\), so \(u(t) \notin \Omega\).
6.5 Applications of the Vector Bundle Maximum Principle

6.5.1 Maximum Principle for Symmetric 2-Tensors Revisited. To illustrate the application of the vector bundle maximum principle, we show how Theorem 6.15 implies the maximum principle for symmetric 2-tensors given in Theorem 6.8. Here we take $\mathcal{G}$ to be the spatial tangent bundle defined in Section 5.3.1, with a time-dependent metric $g$ and connection given by Theorem 5.9. We take $E$ to be the bundle of symmetric 2-tensors over $\mathcal{G}$, i.e. $E = \text{Sym}^2 \mathcal{G}^*$, with the metric and connection induced from $\mathcal{G}$, and consider evolution equation for $A \in \Gamma(E)$ given in local coordinates by

$$\frac{\partial}{\partial t} A_{ij} = \Delta A_{ij} + \nabla_V A_{ij} + F_{ij}(A),$$

where $V$ is a smooth section of $\mathcal{G}$ and $F : E \to E$ is a smooth section of $\pi^*_E E$, i.e. for each $\alpha \in E_{(x,t)}$, $F(\alpha) \in E_{(x,t)}$. We note that since $\nabla_t \partial_i = S(\partial_i)$, the equation can be rewritten as follows:

$$\nabla_{\partial_i} A_{ij} = \frac{\partial}{\partial t} A_{ij} - A(S(\partial_i), \partial_j) - A(\partial_i, S(\partial_j))$$

$$= \Delta A_{ij} + \nabla_V A_{ij} + F_{ij}(A) - A(S(\partial_i), \partial_j) - A(\partial_i, S(\partial_j))$$

$$= \Delta A_{ij} + \nabla_V A_{ij} + \bar{F}_{ij}(A).$$

Now let $\Omega \subset E$ be the set of positive definite symmetric 2-tensors acting on $\mathcal{G}$. The set $\Omega$ is certainly convex in the fibres of $E$, since it is given as an intersection of half-spaces by

$$\Omega_{(x,t)} = \bigcap_{\alpha \in E_{(x,t)}} \{ \alpha \in E_{(x,t)} : \ell_v(\alpha) \leq 0 \}$$

(6.3)

where $\ell_v \in E^*_{(x,t)}$ is defined by $\ell_v(\alpha) = -\langle v, \alpha \rangle$. This has the form of equation (4.1), where $B = \{ \ell_v : v \in \mathcal{G}, \|v\| = 1 \}$ and $\phi(\ell_v) = 0$ for each $v$.

Note that $\Omega$ is invariant under parallel transport: Let $\gamma$ be a smooth curve in $M$, and let $P_s$ be the parallel transport operator along $\gamma$ from $\gamma(0)$ to $\gamma(s)$. Suppose $\alpha \in \Omega_{\gamma(0)}$. Then $P_s \alpha \in E_{\gamma(s)}$ is also in $\Omega$, since

$$\frac{d}{ds} (P_s(\alpha))(P_s v, P_s v) = (\nabla_s P_s(\alpha))(P_s v, P_s v) + 2(P_s(\alpha))(\nabla_s P_s v, P_s v) = 0,$$

and so

$$(P_s(\alpha))(v, v) = \alpha(P_s^{-1} v, P_s^{-1} v) \geq 0$$

for any $v \in \mathcal{G}_{\gamma(s)}$.

For the maximum principle to apply, we need the vector field $\bar{F}$ to point into $\Omega$. That is, we require that for any $\alpha \in \partial \Omega$, $\bar{F}(\alpha) \in T_\alpha \Omega$. Since $\Omega$ is given in the form (6.3), Theorem B.7 implies that $\bar{F}(\alpha) \in T_\alpha \Omega$ if and only if $\ell_v(\bar{F}(\alpha)) \leq 0$ for any $v \in \mathcal{G}$ with $\|v\| = 1$ and $\ell_v(\alpha) = 0$. That is, if
\( \alpha(v,v) = 0 \) and \( \alpha \) is non-negative definite (so that \( v \) is a null eigenvector of \( \alpha \)) then we need \( \bar{F}(v,v) \geq 0 \). This reduces to the same condition for \( F \), since

\[
\bar{F}(v,v) = F(v,v) - 2\alpha(S(v),v) = F(v,v)
\]

because \( v \) is a null-eigenvector of \( \alpha \). Thus the null-eigenvector condition of Definition 6.7 is precisely the condition that \( F \) points into the set \( \Omega \) of weakly positive definite symmetric bilinear forms. The tensor maximum principle now follows.

### 6.5.2 Reaction-Diffusion Equation Applications

Reaction-diffusion systems describe interaction and diffusion of a density or concentration — often typified by a chemical process. As we have see, the systems is characterised by the PDE:

\[
\partial_t q = \kappa \Delta q + F(q)
\]

where \( q = q(x,t) \) represents the concentration of a substance, \( \kappa \) is the diffusion coefficient and \( F \) is the reaction term.

**Example 6.18.** One of the simplest examples is the chemical reaction:

\[ X + Y \rightleftharpoons 2Y \]

This reaction is one in which a molecule of species \( X \) interacts with a molecule of species \( Y \). The \( X \) molecule is converted into a \( Y \) molecule. The final product consists of the original \( Y \) molecule plus the \( Y \) molecule created in the reaction. It is know as an autocatalytic reaction as at least one of the products (in this case species \( Y \)) is also a reactant.

Let \( x \) denote the concentration of \( X \) and \( y \) denote the concentration of \( Y \). In a well stirred reaction the concentration can be modeled as satisfying the rate reaction ODE:

\[
\frac{dx}{dt} = -k_1 xy + k_2 y^2 \\
\frac{dy}{dt} = k_1 xy - k_2 y^2
\]

where \( k_1 \) and \( k_2 \) are the respective forward and backwards reaction rates. The system is clearly in equilibrium when \( k_1 xy = k_2 y^2 \).

If both chemicals are able to diffuse within the underlying medium the (unstirred) reaction satisfies the reaction-diffusion PDE:

\[
\frac{\partial x}{\partial t} = \kappa_1 \Delta x - k_1 xy + k_2 y^2 \\
\frac{\partial y}{\partial t} = \kappa_2 \Delta y + k_1 xy - k_2 y^2.
\]
Example 6.19. The Lotka-Volterra equations (also known as the predator-prey equations) are used to describe the dynamics of biological systems in which two species interact, one a predator and one its prey. They were proposed independently by Alfred J. Lotka in 1925 and Vito Volterra in 1926. The ODE describing the interaction between $x$ number of prey (i.e. rabbits) and $y$ number of some predator (i.e. foxes) is given by:

$$\frac{dx}{dt} = x(\alpha - \beta y)$$

$$\frac{dy}{dt} = -y(\gamma - \delta x)$$

where $\alpha$ represents the exponential growth of the prey, $\gamma$ represents the decay of the predator and $\beta, \delta$ quantifies the interaction of the species (all are positive). The fixed points of this system are $(0,0)$ and $(\gamma/\delta, \alpha/\beta)$; the first of which is a saddle point.

Our interest here is to show the corresponding reaction-diffusion equations obeys the weak maximum principle discussed in the above. Crucially, this system has an integral of motion of the form

$$K = y^\alpha e^{-\beta y} x^\gamma e^{-\delta x}.$$ 

We observe $K$ is log-concave, so the super-level sets are convex by the following lemma:

**Lemma 6.20.** If $f : C \to \mathbb{R}$ is a convex function on a convex domain $C \subset \mathbb{R}^n$, then the super-level sets $L_\lambda = \{x : f(x) \leq \lambda\}$ are convex.

**Proof.** For any points $x_1, x_2 \in L_\lambda$, one has $f(x_1) \leq \lambda$, $f(x_2) \leq \lambda$ and $x_1, x_2 \in C$. Consider the point $x = \theta x_1 + (1 - \theta)x_2$, for any $0 < \theta < 1$. Clearly $x \in C$ by the convexity of $C$ and since $f$ is a convex function, $f(x) \leq \theta f(x_1) + (1 - \theta)f(x_2) \leq \theta \lambda + (1 - \theta)\lambda = \lambda$. Thus $x \in L_\lambda$ and so $L_\lambda$ is a convex set. \qed

This is easily seen Figure 6.1. The orbits are cyclic with four phases in the positive quadrant. Since $K$ is a constant of the motion, the flow of the vector field

$$F(x, y) = (\alpha x - \beta xy, -\gamma y + \delta xy). \quad (6.4)$$

preserves the super-level sets of $K$. By Remark 6.17 the vector field $F$ points into $\Omega$. Thus by the maximum principle, solutions $u : M \times [0, T) \to \mathbb{R}^2$ of the reaction-diffusion equation $\frac{\partial}{\partial t} u = \Delta u + F(u)$ which start in a super-level set of $K$ will remain so.

**Remark 6.21.** In the last example one could deduce the same result by applying the scalar maximum principle to $\psi \circ u$, where $\psi$ is the convex function $\psi = -\log K$: A direct computation gives
The fact that $K$ is a constant of the motion implies that the last term vanishes. The convexity of $\psi$ makes the second term non-positive, so we can apply the maximum principle to show that the maximum of $\psi \circ u$ does not increase.

This gives some intuition for why the convexity condition is important. The power of the vector bundle maximum principle, Theorem 6.15, is that it can be applied to cases where the set $\Omega$ is not smooth or is not naturally described as the sub-level set of a smooth convex function.

**6.5.3 Applications to the Ricci Flow when $n = 3$.** In three dimensions we can define an isomorphism from $\mathfrak{g}$ to $\Lambda^2(\mathfrak{g})$ (up to sign in the non-oriented case) by $t : \partial_i \mapsto \frac{1}{2} \varepsilon_{ijk} g^{jp} g^{kq} \partial_p \wedge \partial_q$, where $\varepsilon_{ijk}$ is the Levi-Civita symbol, or elementary alternating 3-tensor (i.e. the volume form), so that in an oriented orthonormal basis $\{e_1, e_2, e_3\}$ we have $\varepsilon_{ijk} = 1$ if $(i j k)$ is a positive permutation of $(1 2 3)$, $-1$ for a negative permutation, and zero otherwise. Using this we can rewrite the Riemann tensor as a symmetric bilinear form $\Lambda \in \Gamma(\mathfrak{g}^* \otimes \mathfrak{g}^*)$ by $\Lambda(u, v) = R(\iota u, \iota v)$, yielding

$$
\Lambda_{ij} = \frac{1}{4} \varepsilon_{iab} \varepsilon_{jcd} R_{abcd}.
$$

(6.5)

Thus we find that
\[ A = \begin{pmatrix} R_{2323} & R_{1332} & R_{1223} \\ R_{2331} & R_{1313} & R_{2113} \\ R_{3221} & R_{3112} & R_{1212} \end{pmatrix}. \]

The geometric interpretation of \( A \) is that \( A(v, v) \) is \( \|v\|^2 \) times the sectional curvature of the 2-plane normal to \( v \). We will now consider applications of the maximum principle to prove that the Ricci flow keeps \( A \) inside suitable subsets of the bundle \( \text{Sym}^2(\mathcal{S}) \) of symmetric 2-tensors acting on the spatial tangent bundle \( \mathcal{S} \), if this is true initially.

### 6.5.3.1 Subsets of the Bundle of Symmetric Tensors

Let \( E \) be a vector bundle of rank \( k \) over a manifold \( M \), equipped with a metric \( g \) and a compatible connection \( \nabla \). Then the constructions in Sections 1.4 and 1.5 provide metrics and compatible connections on each of the tensor bundles \( T^q_p(E) = \bigotimes^p E \otimes \bigotimes^q E^* \) constructed from \( E \), so in particular on the bundle of \((2,0)\)-tensors. By Example 1.64, the bundle \( \text{Sym}^2(E) \) of symmetric 2-tensors acting on \( E \) is a parallel subbundle of \( T^2_0(E) \), and so inherits a metric and compatible connection. We will discuss a natural construction which produces subsets of \( \text{Sym}^2(E) \) which are automatically convex and invariant under parallel transport.

The idea is as follows: Let \( K \) be a closed convex subset in the space \( \text{Sym}^2(\mathbb{R}^k) \) of symmetric \( k \times k \) matrices, which is invariant under the action of \( O(k) \) (or, if \( E \) is oriented, of \( SO(k) \)): That is, for \( \mathcal{O} \in O(k) \) and \( T \in \text{Sym}^2(\mathbb{R}^k) \), define \( T^{\mathcal{O}} \) by

\[ T^{\mathcal{O}}(u, v) = T(\mathcal{O}u, \mathcal{O}v) \]

for all \( u, v \in \mathbb{R}^k \). Then our requirement is that \( T \in K \) implies that \( T^{\mathcal{O}} \in K \).

Now define \( \Omega \subset \text{Sym}^2(E) \) as follows: \( T \in \text{Sym}^2(E_x) \in \Omega \) if and only if for any orthonormal frame \( Y \) for \( E_x \) (that is, \( Y : (\mathbb{R}^k, \mathcal{O}) \to (E_x, g_x) \) is a linear isometry), the element \( T_Y \) of \( \text{Sym}^2(\mathbb{R}^k) \) defined by \( T_Y(u, v) = T(Y(u), Y(v)) \) lies in \( K \)\(^3\). We note that this is independent of the choice of \( Y \), since any other frame is of the form \( Y \circ \mathcal{O} \) for some \( \mathcal{O} \in O(k) \), and

\[ T_{Y \circ \mathcal{O}}(u, v) = T_Y(\mathcal{O}u, \mathcal{O}v) = T_Y^{\mathcal{O}}(u, v), \]

and by assumption \( T_Y^{\mathcal{O}} \in K \) if \( T_Y \in K \).

We can check that \( \Omega \) is convex in the fibre: If \( T \) and \( S \) are in \( \Omega_x \) and \( a \in (0, 1) \), then for any frame \( Y \), \( T_Y \) and \( S_Y \) are in \( K \), so \( (aT + (1-a)S)_Y = aT_Y + (1-a)S_Y \in K \) since \( K \) is convex, and so \( aT + (1-a)S \in \Omega_x \).

Finally, we can check that \( \Omega \) is invariant under parallel transport: Suppose \( \sigma \) is a smooth curve in \( M \), and \( T \) is a parallel section of \( \sigma^* (\text{Sym}^2(E)) \) with

\(^3\) This can be conveniently expressed in terms of the frame bundle machinery discussed in Section 5.2. As noted there, a symmetric 2-tensor gives rise to a function from the orthonormal frame bundle to \( \text{Sym}^2(\mathbb{R}^k) \). Our condition is simply that this function takes values in \( K \).
Let $Y$ be a parallel frame along $\sigma$, defined by $\sigma \nabla_{\partial_s} (Y(u)) = 0$ for all $u \in \mathbb{R}^k$ (see Section 1.8.5). Then $Y(s)$ is an orthonormal frame for $E_{\sigma(s)}$ for each $s$, since

$$\frac{\partial}{\partial s} g(Y(u), Y(v)) = g(\sigma \nabla_{\partial_s} (Y(u)), Y(v)) + g(Y(u), \sigma \nabla_{\partial_s} Y(v)) = 0$$

for every $u, v \in \mathbb{R}^k$, where we used the result from Proposition 1.58 that shows the compatibility of the pullback connection and metric. But since $T$, $Y(u)$ and $Y(v)$ are parallel, we have

$$\frac{\partial}{\partial s} (T_{Y(s)}(u, v)) = \frac{\partial}{\partial s} (T(Y(u), Y(v))) = 0,$$

and so $(T(s))_{Y(s)} = (T(0))_{Y(0)} \in K$, so $T(s) \in \Omega_{\sigma(s)}$ for every $s$, as required.

Now let us look a little closer at the convex set $K$: A special property of the space of symmetric $k \times k$ matrices is that they can always be diagonalised by an orthogonal transformation. That is, for each $T \in \text{Sym}^2(\mathbb{R}^k)$ there exists $\mathbb{1} \in O(k)$ such that $T^\mathbb{1}$ is diagonal. Then by the invariance of $K$, $T$ is in $K$ if and only if the diagonal matrix $T^\mathbb{1}$ is in $K$. Thus it is sufficient for us to consider the set $K_D$ given by the intersection of $K$ with the space of diagonal matrices, which we identify with $\mathbb{R}^k$. Since the diagonal matrices are a vector subspace of $\text{Sym}^2(\mathbb{R}^k)$, $K_D$ is convex. Furthermore, $K_D$ is invariant under those orthogonal matrices which send diagonal matrices to diagonal matrices, which are exactly the permutation matrices which act by interchanging basis elements of $\mathbb{R}^k$. That is, $K$ determines a convex set $K_D \subset \mathbb{R}^k$ which is symmetric, in the sense that it is invariant under permutation of the coordinates. In fact the converse is also true: If $K_D$ is any symmetric convex set in $\mathbb{R}^k$, then the space $K$ of symmetric matrices having eigenvalues in $K_D$ is convex and $O(k)$-invariant, and so our construction above gives a subset of $\text{Sym}^2(E)$ which is convex in the fibre and invariant under parallel transport.

### 6.5.3.2 Checking that the Vector Field Points into the Set

We now apply the above construction taking $\mathcal{E}$ to be the spatial tangent bundle $\mathcal{S}$ over the manifold $M \times I$, for an interval $I \subset \mathbb{R}$. This is a vector bundle of rank 3, so for any symmetric convex set $K_D$ in $\mathbb{R}^3$ we produce a suitable parallel convex set $\Omega \subset \text{Sym}^2(\mathcal{S})$. We want to use the maximum principle to show that if $\Lambda(x, 0) \in \Omega_{(x, 0)}$ for all $x \in M$, then $\Lambda(x, t) \in \Omega_{(x, t)}$ for all $x \in M$ and all $t \geq 0$ in $I$. There is one more condition we need to check: The vector field arising in the reaction-diffusion equation for $\Lambda$ must point into $\Omega$.

By Theorem 5.21 the PDE system for $R$ is of the form

$$\nabla_{\partial_t} R_{ijkl} = \Delta R_{ijkl} + 2Q(R)_{ijkl},$$

where $Q(R)_{ijkl} = B_{ijkl} - B_{ijlk} + B_{ikjl} - B_{iljk}$. The fact that the metric is parallel implies also that the alternating tensor $\varepsilon$ is parallel, so $\Lambda$ satisfies the reaction-diffusion equation.
\[ \nabla_{\partial_t} A_{ij} = \Delta A_{ij} + \tilde{Q}(A)_{ij}. \]

A direct computation shows that in a basis \( \{ Y_i \} \) for which \( A_{Y} \) is diagonal, the reaction term \( (\tilde{Q}(A))_{Y} \) is also diagonal, and is given as follows:

\[
\tilde{Q} \left( \begin{bmatrix} x & 0 & 0 \\ 0 & y & 0 \\ 0 & 0 & z \end{bmatrix} \right) = 2 \begin{bmatrix} x^2 + yz & 0 & 0 \\ 0 & y^2 + xz & 0 \\ 0 & 0 & z^2 + xy \end{bmatrix}.
\]

In particular, the flow of this vector field keeps stays inside the subspace of diagonal matrices (with respect to the given basis), and so the flow stays inside \( \Omega \) provided the flow of \( A_{Y} \) by the vector field \( \tilde{Q}_Y \) stays inside \( K \). This happens precisely when the vector field

\[ V(x, y, z) = (x^2 + yz, y^2 + xz, z^2 + xy) \]

on \( \mathbb{R}^3 \) points into the symmetric convex set \( K_D \subset \mathbb{R}^3 \).

We now check this condition for several concrete examples:

1. **The cone of positive sectional curvature operators:** Here

\[ K_D = \{(x, y, z) \in \mathbb{R}^3 : x, y, z \geq 0\}. \]

This is convex since it is an intersection of three half-spaces: We can write it in the form

\[ K_D = \bigcap_{i=1,2,3} \{(x, y, z) : \ell_i(x, y, z) \leq 0\}, \tag{6.6} \]

where \( \ell_1 = (-1, 0, 0) \), \( \ell_2 = (0, -1, 0) \) and \( \ell_3 = (0, 0, -1) \). We must check that \( V \) is in the tangent cone at any boundary point, which by Theorem B.7 in Appendix B amounts to showing that if \( \ell_i(x, y, z) = 0 \) for some \( (x, y, z) \in K_D \), then \( \ell_i(V(x, y, z)) \leq 0 \). By symmetry we need only prove this for \( i = 1 \), in which case we have \( x = 0, y, z \geq 0 \), and

\[ \ell_1(V(x, y, z)) = -x^2 - yz = -yz \leq 0 \]

as required.

2. **The cone of positive Ricci curvature operators:** Here

\[ K_D = \bigcap_{P \in S_3} \{(x, y, z) : \ell(P(x, y, z)) \leq 0\}, \]

where \( S_3 \) is the set of permutations of three objects, and \( \ell(x, y, z) = -X \cdot (1, 1, 0) \). By symmetry it suffices to check \( \ell(V) \leq 0 \) at a point with \( \ell(x, y, z) = x + y = 0 \) and \( \ell(P(x, y, z)) \leq 0 \) for all \( P \): This is true, since

---

\[ ^4 \text{See Example 11.14 in Chapter 11 for the derivation of this.} \]
Fig. 6.2 Radial projection of the vector field $V$ onto the plane $x + y + z = 1$. The lines shown are lines of vanishing sectional curvatures, and the shaded region corresponds to the cone of positive Ricci curvature. The inner triangle corresponds to the cone of positive sectional curvature.

$$\ell(V) = -x^2 - yz - y^2 - xz = -x^2 - y^2 - z(x + y) = -x^2 - y^2 \leq 0.$$  

3. Cones of pinched Ricci curvatures: Here we fix $\varepsilon \in (0, 2)$ and define

$$K_D = \bigcap_{P \in S_3} \{(x, y, z) : \ell(P(x, y, z)) \leq 0\}$$

where $\ell(x, y, z) = \varepsilon z - x - y$. Again by symmetry we need only prove $\ell(V(x, y, z)) \leq 0$ at any point with $\varepsilon z - x - y = \ell(x, y, z) = 0$ and $\ell(P(x, y, z)) \leq 0$ for all $P \in S_3$:

$$\ell(V) = -x^2 - yz - y^2 - xz + \varepsilon z^2 + \varepsilon xy$$

$$= -x^2 - y^2 + \varepsilon xy - z(x + y - \varepsilon z)$$

$$= -x^2 - y^2 + \varepsilon xy$$

$$\leq 0$$

since $\varepsilon \leq 2$. Notice that the inequality is strict for $\varepsilon < 2$, unless $(x, y, z) = (0, 0, 0)$.

4. Pinching sets: The fact that the vector field points strictly into the cones of pinched Ricci curvature means that we can find a preserved set which gets near the constant curvature line when the curvature is large. Let us consider sets defined by

$$K_D = \bigcap_{P \in S_3} \{(x, y, z) : \varphi(P(x, y, z)) \leq 0\},$$

where $\varphi(x, y, z) = z - f \left( \frac{x+y}{2} \right)$ and $f$ is an increasing concave differentiable function on $[0, \infty)$ with $f(0) = 0$. Since $f$ is concave, $\varphi$ is convex, so the sub-level set $\{\varphi \leq 0\}$ is convex, and hence $K_D$ is an intersection of
convex sets, hence convex. We can write this as an intersection of half-spaces as follows: Since a concave function always lies below its tangent line, we can write

$$f(a) = \inf \{ f(b) + f'(b)(a - b) : b \geq 0 \},$$

and hence

$$K_D = \bigcap_{P \in \mathbb{S}^3, b \geq 0} \{ (x,y,z) : \ell_b(P(x,y,z)) \leq f(b) \},$$

where $\ell_b(x,y,z) = z - f'(b)\left(\frac{x+y}{2} - b\right)$. This gives $K_D$ as an intersection of half-spaces in the form used in Section B.5 of Appendix [3]. We need to prove that if $\ell_b(x,y,z) = f(b)$ for some $b \geq 0$, and $\ell_{b'}(P(x,y,z)) \leq f(b')$ for all $b'$ and $P$, then $\ell_b(V(x,y,z)) \leq 0$. The conditions imply that $\ell_b = \ell_{\frac{x+y}{2}}$ and $z = f\left(\frac{x+y}{2}\right)$, so we have

$$\ell_b(V(x,y,z)) = z^2 + xy - \frac{f'}{2}(x^2 + yz + y^2 + xz)$$

$$= f^2 + \left(\frac{x+y}{2}\right)^2 - \left(\frac{x-y}{2}\right)^2$$

$$- f'\left(\left(\frac{x+y}{2}\right)^2 + \left(\frac{x-y}{2}\right)^2 + \left(\frac{x+y}{2}\right)f\right).$$

Thus we require that the right-hand side be non-positive for all such points. Since we are assuming that $f' \geq 0$, we observe that for a fixed value of $\xi = \frac{x+y}{2}$, the right-hand side is maximised by choosing $x = y$, so for the inequality to hold it is necessary and sufficient that

$$f(\xi)^2 + \xi^2 - f'\left(\xi^2 + \xi f(\xi)\right) \leq 0.$$
This differential equation has the solutions \((f - \xi)^2 = C\xi e^{-f/\xi}\) for arbitrary \(C > 0\). One can verify directly that the solutions are concave and increasing and have \(f(0) = 0\), and satisfy \(f(\xi) \sim \xi - C\sqrt{\xi}\) as \(\xi \to \infty\).

**Fig. 6.4** Graphs of \(f\) for a family of pinching sets defined by \(z \leq f(\frac{x+y}{2})\). The diagonal corresponds to the constant curvature line \(z = (x+y)/2\), and the entire family of pinching sets fills out the cone of positive Ricci curvature.

Any metric with strictly positive Ricci curvature on a compact 3-manifold has principal sectional curvatures lying in one of the pinching sets of the last example for some value of \(C\). In particular this implies that the sectional curvatures have ratios approaching 1 wherever the curvature becomes large. A manifold which has sectional curvatures equal at each point is necessarily a constant curvature space (see Schur’s theorem in Section 11.3.1). We would like to conclude that the metric on the manifold approaches a constant curvature metric. However to conclude this we must first establish two things: We need to know that the solution of Ricci flow continues to exist until the curvature ‘blows up’ somewhere, and we need to develop some machinery of compactness for Riemannian metrics in order to produce a limiting metric to which Schur’s theorem can be applied. We will address these points in the next two chapters.
Chapter 7
Regularity and Long-Time Existence

In Chapters 3 and 5 we saw that the curvature under Ricci flow obeys a parabolic equation with quadratic nonlinearity. By appealing to this view, we would expect the same kind of regularity that is seen in parabolic equations to apply to the curvature. In particular we want to show that bounds on curvature automatically induce \textit{a priori} bounds on all derivatives of the curvature for positive times. In the literature these are known as Bernstein-Bando-Shi derivative estimates as they follow the strategy and techniques introduced by Bernstein (done in the early 20th century) for proving gradient bounds via the maximum principle and were derived for the Ricci flow in \cite{Ban87} and comprehensively by Shi in \cite{Shi89}. Here we will only need the global derivative of curvature estimates (for various local estimates see \cite[Chap. 14]{CCG}). In the second section we use these bounds to prove long-time existence.

7.1 Regularity: The Global Shi Estimates

We seek to prove the following global derivative estimates — which says that for short times there is an estimate which depends on the initial bound, and for large times there is a bound independent of initial bounds. As we shall see, the short-time estimate follows by applying the maximum principle directly to equation (7.3).

\textbf{Theorem 7.1 (Bernstein-Bando-Shi Estimate).} Let $g(t), t \in [0, T)$, be a smooth solution of the Ricci flow on a compact manifold $M^n$. Then for each $p \in \mathbb{N}$ there exists a constant $C_p$ depending only on $n$ such that if $|R(x, t)|_{g(t)} \leq K$ for all $x \in M$ and $t \in (0, T)$ then

$$|\nabla^p R(x, t)|_{g(t)} \leq \min \left\{ \sup_{M \times \{0\}} |\nabla^p R(x, 0)|_{g(0)} e^{C_p K t}, C_p \max \left\{ K \frac{t^{p+2}}{4}, K \frac{t^2}{4} \right\} \right\}$$

for all $x \in M$ and $t \in (0, T)$.
Remark 7.2. To avoid a notational quagmire in the proof, we adopt the following convention: If $A$ and $B$ are two tensorial quantities on a Riemannian manifold, we let $A \ast B$ be any linear combination of tensors obtained from the tensor product $A \otimes B$ by one or more of these operations:

1. summation over pairs of matching upper and lower indices;
2. contraction on upper indices with respect to the metric;
3. contraction on lower indices with respect to the dual metric.

Lemma 7.3. Suppose, under the Ricci flow, that a tensor $A$ satisfies

$$\nabla_{\partial_t} A = \Delta A + B,$$

where $B$ is a tensor of the same type as $A$, and $\nabla$ is the connection on the spatial tangent bundle $\mathcal{S}$ defined in Theorem 5.9. Then the square of its norm satisfies the heat-type equation

$$\frac{\partial}{\partial t} |A|^2 = \Delta |A|^2 - 2|\nabla A|^2 + 2 \langle B, A \rangle.$$

Proof. Using the identity $\Delta |A|^2 = 2 \langle \Delta A, A \rangle + 2|\nabla A|^2$, and noting that $\nabla$ is compatible with the metric, we find that

$$\frac{\partial}{\partial t} \langle A, A \rangle = 2\left( \frac{\partial}{\partial t} A, A \right) = \Delta |A|^2 - 2|\nabla A|^2 + 2 \langle B, A \rangle. \quad \square$$

Moreover, using the formulae

$$[\nabla_t, \nabla_i] A = R(\nabla_i, \nabla_t) A = \nabla R \ast A$$

from Theorem 5.18 and

$$[\nabla, \Delta] A = \nabla \Delta A - \Delta \nabla A = R \ast \nabla A + \nabla R \ast A,$$

we see that the derivative $\nabla A$ also satisfies a heat-type equation, of the form

$$\nabla_t \nabla A = \Delta(\nabla A) + \nabla B + R \ast \nabla A + \nabla R \ast A.$$  \hspace{1cm} (7.1)

Proof (Theorem 7.1 sketch only). The proof follows by induction on $p$, first starting with the case $p = 1$. Using our $\ast$-convention, the evolution equation for $R$, derived in Theorem 3.14, takes the form

$$\frac{\partial}{\partial t} R = \Delta R + R \ast R.$$  \hspace{1cm} (7.2)

So by Lemma 7.3 with $A = R$ and $B = R \ast R$, we find that

$$\frac{\partial}{\partial t} |R|^2 = \Delta |R|^2 - 2|\nabla R|^2 + R \ast R \ast R.$$
Moreover, by using Lemma 7.3 again, now with \( A = \nabla R \) and \( B = R \ast \nabla R \), it is also possible to show (in conjunction with (7.1)) that
\[
\frac{\partial}{\partial t} |\nabla R|^2 = \Delta |\nabla R|^2 - 2 |\nabla^2 R|^2 + R \ast \nabla R \ast \nabla R. \tag{7.3}
\]

We would now like to estimate \(|\nabla R|^2\) from these equations. However, there are one or two difficulties. The first is the potentially bad term \( R \ast (\nabla R)^\ast \) on the right-hand side of (7.3), the second is that we have no control on \(|\nabla R|^2\) at \( t = 0 \). To clear these obstacles, we define
\[
F := t |\nabla R|^2 + |R|^2. \tag{7.4}
\]

With this choice we find that the uncontrollable \(|\nabla R|^2\) vanishes at \( t = 0 \), so an initial upper bound \( F|_{t=0} \leq K^2 \) is obtained by hypothesis, and when \( t \) is small the bad term from differentiating \(|\nabla R|^2\) can be controlled by the good term \(-2 |\nabla R|^2\) from differentiating \(|R|^2\): We have
\[
\frac{\partial F}{\partial t} \leq \Delta F + (tC_1K - 1)|\nabla R|^2 + C_2K^3.
\]

Now by applying the maximum principle on \( 0 < t \leq \frac{1}{C_1K} \) we get
\[
t |\nabla R|^2 \leq K^2 + tC_2K^3 \leq \left( 1 + \frac{C_2}{C_1} \right) K^2.
\]

If \( t > \frac{1}{C_1K} \), the same argument on the interval \([t - \frac{1}{C_1K}, t]\) gives
\[
\frac{1}{C_1K} |\nabla R|^2 \leq \left( 1 + \frac{C_2}{C_1} \right) K^2.
\]

So by combining these two results we find that
\[
|\nabla R|^2 \leq \max \left\{ \left( 1 + \frac{C_2}{C_1} \right) K^2 \cdot \frac{1}{t}, (C_1 + C_2)K^3 \right\}.
\]

Thus proving the case \( p = 1 \).

To get the necessary results for higher derivatives, we bootstrap the \( p = 1 \) case. Using equation (7.1) one can prove by induction that
\[
\frac{\partial}{\partial t} \nabla^k R = \Delta \nabla^k R + \sum_{j=0}^{k} \nabla^j R \ast \nabla^{k-j} R.
\]

It follows from Lemma 7.3 that
\[
\frac{\partial}{\partial t} |\nabla^k R|^2 = \Delta |\nabla^k R|^2 - 2 |\nabla^{k+1} R|^2 + \sum_{j=0}^{k} \nabla^j R \ast \nabla^{k-j} R \ast \nabla^k R. \tag{7.5}
\]
Now by taking
\[ G = t^p |\nabla^p R|^2 + \beta_p \sum_{k=1}^p \alpha_p t^{p-k} |\nabla^{p-k} R|^2, \]
we look to apply the same PDE techniques as before with appropriately chosen constants \( \beta_p \). Indeed, on \([0, \frac{1}{CK}]\) one can show that
\[ \frac{\partial}{\partial t} G \leq \Delta G + B_p K^3. \]
By the maximum principle we find \( \tilde{C}_p \) depending on \( p \) and \( n \) such that
\[ \sup_x G(x,t) \leq \tilde{C}_p^2 K^2. \]
If \( t > \frac{1}{CK} \), the same argument on \([t - \frac{1}{CK}, t]\) gives
\[ |\nabla^p R|(t) \leq (\tilde{C}(p)K)^{p/2} = \tilde{C}(p)K^{1+p/2}. \]

7.2 Long-Time Existence

Suppose \((M, g(t)), t \in [0, T)\), is a solution of the Ricci flow. We say that \([0, T)\) is the maximum time interval of existence if either \( T = \infty \), or that \( T < \infty \) and there does not exist \( \varepsilon > 0 \) and a smooth solution \( \tilde{g}(t), t \in [0, T + \varepsilon) \), of the Ricci flow such that \( \tilde{g}(t) = g(t) \) for \( t \in [0, T) \). In the latter case, when \( T \) is finite, we say \( g(t) \) forms a singularity at time \( T \) or simply \( g(t), t \in [0, T) \), is a singular solution. Henceforth, with this terminology, we will talk about the Ricci flow with initial metric \( g_0 \) on a maximal time interval \([0, T)\).

In this section we are interested in proving long-time existence for the Ricci flow with a particular interest in the limiting behaviour of singular solutions.

**Theorem 7.4 (Long-time Existence).** On a compact manifold \( M \) with smooth initial metric \( g_0 \), the unique solution \( g(t) \) of Ricci flow with \( g(0) = g_0 \) exists on a maximal time interval \( 0 \leq t < T \leq \infty \). Moreover, \( T < \infty \) only if
\[ \lim_{t \to T} \sup_{x \in M} |R(x,t)| = \infty. \]

In order to prove this, we need bounds on the metric and its derivatives.

**Lemma 7.5 ([Ham82b, Lemma 14.2]).** Let \( g(t), t \in [0, \tau] \) be a solution to the Ricci flow for \( \tau \leq \infty \). If \( |\text{Ric}| \leq K \) on \( M \times [0, \tau] \) then
\[ e^{-2Kt} g(0) \leq g(t) \leq e^{2Kt} g(0) \]
for all \( t \in [0, \tau] \).

\[ ^1 \text{We say} \ g_2 \geq g_1 \text{if} \ g_2 - g_1 \text{is weakly positive definite.} \]
7.2 Long-Time Existence

Proof. For any nonzero $v \in T_x M$, \( \frac{\partial}{\partial t} g(x,t)(v,v) = -2\text{Ric}(x,t)(v,v) \) so that

\[
\left| \frac{\partial}{\partial t} g(x,t)(v,v) \right|_{g(t)} \leq 2|\text{Ric}| g(x,t)(v,v).
\]

Hence for times $0 \leq t_1 \leq t_2 \leq \tau$, we find that

\[
\left| \log \frac{g(x,t_2)(v,v)}{g(x,t_1)(v,v)} \right| = \left| \int_{t_1}^{t_2} \frac{\partial}{\partial t} g(x,t)(v,v) \left| g(x,t)(v,v) \right|_t \, dt \right|
\leq 2 \left| \text{Ric} \right| (t_2 - t_1).
\]

(7.6)

Therefore by letting $t_1 = 0$ and $t_2 = t$ we have

\[
\left| \log \frac{g(x,t)(v,v)}{g(x,0)(v,v)} \right| \leq 2Kt.
\]

So the results follows by exponentiation. \qed

Lemma 7.6. Fix a metric $\bar{g}$ and connection $\nabla$ on $M$. For any smooth solution $g(t)$ of the Ricci flow on $M \times [0, T)$, for which $\sup_{M \times [0, T)} |R| \leq K$, there exist constants $C_q$ for each $q \in \mathbb{N}$ such that

\[
\sup_{M \times [0, T)} \left| \tilde{\nabla}^{(q)} g(x,t) \right|_{\bar{g}} \leq C_q.
\]

Proof. It suffices to prove by induction that:

\[
\frac{\partial}{\partial t} \tilde{\nabla}^q g = \sum_{j_0 + j_1 + \cdots + j_m = q} \nabla^{j_0} R \ast \tilde{\nabla}^{j_1} g \ast \cdots \ast \tilde{\nabla}^{j_m} g.
\]

(7.7)

The case $q = 1$ is proved as follows: Since $\tilde{\nabla}$ is independent of time,

\[
\frac{\partial}{\partial t} \tilde{\nabla}_i g_{kl} = \tilde{\nabla}_i \partial_t g_{kl} = \tilde{\nabla}_i (-2\text{Ric}_{kl}) = -2\nabla_i \text{Ric}_{kl} - 2\text{Ric}_{pl} (\bar{\Gamma} - \Gamma)_{ik}^p - 2\text{Ric}_{kp} (\bar{\Gamma} - \Gamma)_{il}^p = \nabla R + R \ast \tilde{\nabla} g,
\]

since $(\bar{\Gamma} - \Gamma)_{ik}^p = \frac{1}{2} g^{pr} (\tilde{\nabla}_i g_{kr} + \tilde{\nabla}_k g_{ir} - \tilde{\nabla}_r g_{ik})$.

The induction step is now straightforward, for if (7.7) holds for some $q$, then
\[ \frac{\partial}{\partial t} \bar{\nabla}^{q+1} g = \bar{\nabla} \left( \frac{\partial}{\partial t} \bar{\nabla}^{q} g \right) \]
\[ = \bar{\nabla} \left( \sum_{j_0 + j_1 + \cdots + j_m = q} \bar{\nabla}^{j_0} R \ast \bar{\nabla}^{j_1} g \ast \cdots \ast \bar{\nabla}^{j_m} g \right) \]
\[ = \sum_{j_0 + j_1 + \cdots + j_m = q} \left( \bar{\nabla}^{j_0+1} R + \bar{\nabla}^{j_0} R \ast \bar{\nabla}^{j_1} g \ast \cdots \ast \bar{\nabla}^{j_m} g \right) \]
\[ + \sum_{j_0 + j_1 + \cdots + j_m = q} \bar{\nabla}^{j_0} R \ast \left( \bar{\nabla}^{j_1+1} g \ast \cdots \ast \bar{\nabla}^{j_m} g \right) \]
\[ + \cdots + \bar{\nabla}^{j_1} g \ast \cdots \ast \bar{\nabla}^{j_m+1} g \]
\[ = \sum_{j_0 + j_1 + \cdots + j_m = q + 1} \bar{\nabla}^{j_0} R \ast \bar{\nabla}^{j_1} g \ast \cdots \ast \bar{\nabla}^{j_m} g. \]

We now can use (7.7) to deduce the bounds needed for the Lemma by induction on \( q \). That is, if we have controlled \( \bar{\nabla} \)-derivatives of \( g \) up to order \( q \), then we have
\[ \frac{\partial}{\partial t} \left| \bar{\nabla}^{(q+1)} g \right|^2 \leq C \left( 1 + \left| \bar{\nabla}^{(q+1)} g \right| \bar{g} \right), \]
which implies a bound on the order \( q + 1 \) derivatives since the time interval is finite.

**Remark 7.7.** The derivatives in the \( t \) direction are also controlled, since they are related to the spatial derivatives by the Ricci flow equation.

**Proof (Theorem 7.4).** By taking the contrapositive, suppose there exists a sequence \( t_i \nearrow T \) and a constant \( K < \infty \) independent of \( i \) such that
\[ \sup_M |R(\cdot, t_i)| \leq K. \]
In particular, by the doubling time estimate (6.1) we have that \( |R(x, t)| \leq K/(1 - CK(t - t_i)) \), for \( t \geq t_i \) and all \( x \in M \). So for large \( i \) (i.e. when \( t_i = T - \varepsilon \) for some \( 0 < \varepsilon \ll 1 \)) we have
\[ \sup_M |R(\cdot, t)| \leq \frac{K}{1 - CK(t - (T - \varepsilon))} \]
for \( t \in [T - \varepsilon, T] \). Hence \( |R| \leq \widetilde{K} \) on \([0, T] \). We claim that:

**Claim.** The metric \( g(t) \) may be extended smoothly from \([0, T) \) to \([0, T] \).

**Proof of Claim.** By Lemma 7.5 and equation (7.6) we find that:
\[ \left| \log \frac{g(x, t_2)(v, v)}{g(x, t_1)(v, v)} \right| \leq 2\widetilde{K}|t_2 - t_1|. \]
So \( g(x, t)(v, v) \) is Cauchy at \( t \to T \). By Lemma 7.6 it follows that \( g(x, t) \) is Cauchy in \( C^k \), for every \( k \), as \( t \to T \).
So from this result, we take $g(T)$ as the ‘initial’ metric. By Theorem 4.2 the short-time existence implies that we can extend the flow for times $t \in [0, T + \epsilon)$, thus contradicting the maximality of the finite final time $T$. □
Chapter 8
The Compactness Theorem for Riemannian Manifolds

The compactness theorem for the Ricci flow tells us that any sequence of complete solutions to the Ricci flow, having uniformly bounded curvature and injectivity radii uniformly bounded from below, contains a convergent subsequence. This result has its roots in the convergence theory developed by Cheeger and Gromov. In many contexts where the latter theory is applied, the regularity is a crucial issue. By contrast, the proof of the compactness theorem for the Ricci flow is greatly aided by the fact that a sequence of solutions to the Ricci flow enjoy excellent regularity properties (which were discussed in the previous chapter). Indeed, it is precisely because bounds on the curvature of a solution to the Ricci flow imply bounds on all derivatives of the curvature that the compactness theorem produces $C^\infty$-convergence on compact sets.

The compactness result has natural applications in the analysis of singularities of the Ricci flow by ‘blow-up’, discussed here in Section 8.5. The idea is to consider shorter and shorter time intervals leading up to a singularity of the Ricci flow, and to rescale the solution on each of these time intervals to obtain solutions on long time intervals with uniformly bounded curvature. The limiting solution obtained from these gives information about the structure of the singularity.

As a remark concerning notation in this chapter, quantities depending on the metric $g_k$ or $g_k(t)$ will have a subscript $k$. For instance $\nabla_k$ and $R_k$ denote the Riemannian connection and Riemannian curvature tensor of $g_k$. Quantities without a subscript will depend on the background metric $g$.

8.1 Different Notions of Convergence

In order to establish the $C^\infty$-convergence of a sequence of metrics $(g_k)$ uniformly on compact sets, we need to recall some of the different ways a sequence of functions can converge.
8.1.1 Convergence of Continuous Functions. Consider the Banach Space $C(X)$ where $X$ is a topological space (typically taken to be compact Hausdorff). Recall that sequence $(f_n) \subset C(X)$ converges \textit{uniformly} to a limiting function $f$ if in heuristic terms ‘the rate of convergence of $f_n(x)$ to $f(x)$ is independent of $x$’. Formally we say $f_n \to f$ uniformly if for every $\varepsilon > 0$ there exists $N = N(\varepsilon) > 0$ such that for all $x \in X$, $|f_n(x) - f(x)| < \varepsilon$ whenever $n \geq N$. A generalisation of this is the notion of \textit{uniform convergence on compact sets}.

In this case, a sequence $(f_n)$ converges to $f$ uniformly on compact subsets of $X$ (in short we just say $f_n \to f$ compactly) if for every compact $K \subset X$ and for every $\varepsilon > 0$ there exists $N = N(K, \varepsilon) > 0$ such that for all $x \in K$, $|f_n(x) - f(x)| < \varepsilon$ whenever $n > N$. Intuitively, uniform convergence on compact sets says that every point has a neighbourhood in which the convergence is uniform.

To illustrate the different types of convergence, consider $C(0, 1)$ with $f_n(x) = x^n$. In this situation $f_n$ converges compactly, but not uniformly, to the zero function. However if we change the space to $C(0, 1]$, then $f_n$ converges pointwise, but not uniformly on compact subsets, to the function that is zero on $(0, 1)$ and one at $x = 1$.

In general it is easy to see that if $(f_n) \subset C(X)$ and $f_n \to f$ uniformly then $f_n \to f$ compactly. The above example shows the converse is false; however we do have the following partial results:

- If $X$ is compact then $f_n \to f$ compactly implies $f_n \to f$ uniformly.
- If $X$ is locally compact\footnote{Also known as \textit{compact convergence} or the \textit{topology of compact convergence}.} and $f_n \to f$ compactly then the limit $f$ is continuous.

As our metrics $g_k$ are smooth, we need to take into consideration the differentiability aspect of our convergence.

8.1.2 The Space of $C^\infty$-Functions and the $C_p$-Norm. Let $\Omega \subset \mathbb{R}^n$ be an open set with compact closure, and let $C^p(\Omega)$ be the set of functions with continuous derivatives up to order $p$. Moreover, let the space $C^p(\overline{\Omega})$ be the set of functions on $\overline{\Omega}$ which extend to a $C^p$ function on some open set containing $\overline{\Omega}$. It is equipped with the following norm:

$$
\|u\|_{C^p} = \sup_{0 \leq |\alpha| \leq p} \sup_{x \in \overline{\Omega}} |D^\alpha u(x)|,
$$

where $D^\alpha$ is the derivative corresponding to the multi-index $\alpha$. It can be shown that the norm is complete, thus making the space $(C^p(\overline{\Omega}), \|\cdot\|_{C^p})$ a Banach space. However, if we consider the space of smooth functions

$$
C^\infty(\overline{\Omega}) = \bigcap_{p=0}^\infty C^p(\overline{\Omega}),
$$

\footnote{That is, if every point has a neighbourhood whose closure is compact.}
one notes that it is only a metric space, not a Banach space, with metric
\[ d(f, g) = \sum_{p=0}^{\infty} \frac{1}{2^p} \frac{\|f - g\|_{C^p}}{1 + \|f - g\|_{C^p}}. \]

A sequence converges in $C^\infty$ if and only if it converges in $C^p$ for every $p$.

**8.1.3 Convergence of a Sequence of Sections of a Bundle.** We will be interested in convergence of a sequence of metrics, which are of course sections of a certain vector bundle. To make sense of this we define what is meant by $C^p$ convergence or $C^\infty$ convergence for sequences of sections of vector bundles.

**Definition 8.1 ($C^p$-Convergence).** Let $E$ be a vector bundle over a manifold $M$, and let metrics $g$ and connections $\nabla$ be given on $E$ and on $TM$. Let $\Omega \subset M$ be an open set with compact closure $\bar{\Omega}$ in $M$, and let $(\xi_k)$ be a sequence of sections of $E$. For any $p \geq 0$ we say that $\xi_k$ converges in $C^p$ to $\xi_\infty \in \Gamma(E|_{\bar{\Omega}})$ if for every $\varepsilon > 0$ there exists $k_0 = k_0(\varepsilon)$ such that
\[ \sup_{0 \leq \alpha \leq p} \sup_{x \in \bar{\Omega}} |\nabla^\alpha (\xi_k - \xi_\infty)|_g < \varepsilon \]
whenever $k > k_0$. We say $\xi_k$ converges in $C^\infty$ to $\xi_\infty$ on $\bar{\Omega}$ if $\xi_k$ converges in $C^p$ to $\xi_\infty$ on $\bar{\Omega}$ for every $p \in \mathbb{N}$.

Note that since we are working on a compact set, the choice of metric and connection on $E$ and $TM$ have no affect on the convergence.

Next we define smooth convergence on compact subsets for a sequence of sections: To do this we require an *exhaustion of $M$* — that is, a sequence of open sets $(U_k)$ in $M$ such that $\bar{U}_k$ is compact and $\bar{U}_k \subset U_{k+1}$ for all $k$, and $\bigcup_{k \geq 1} U_k = M$. Note that if $K \subset M$ is compact, then there exists $k_0$ such that $K \subset U_k$ for all $k \geq k_0$ (in particular if $M$ is compact then $U_k = M$ for all large $k$).

**Definition 8.2 ($C^\infty$-Convergence on Compact Sets).** Let $(U_k)$ be an exhaustion of a smooth manifold $M$, and $E$ a vector bundle over $M$. Fix metrics $g$ and connections $\nabla$ on $E$ and $TM$. Let $(\xi_i)$ be a sequence of sections of $E$ defined on open sets $A_i \subset M$, and let $\xi_\infty \in \Gamma(E)$. We say $\xi_i$ converges smoothly on compact sets to $\xi_\infty$ if for every $k \in \mathbb{N}$ there exists $i_0$ such that $\bar{U}_k \subset A_i$ for all $i \geq i_0$, and the sequence $(\xi_i|_{U_k})_{i \geq i_0}$ converges in $C^\infty$ to $\xi_\infty$ on $\bar{U}_k$.

Again, we remark that this notion of convergence does not depend on the choice of the metric and connection on $E$ and $TM$. 
8.2 Cheeger-Gromov Convergence

We are interested in analysing the convergence of a sequence of Riemannian manifolds arising from dilations about particular singularities. In order to do so, we need to build into our definitions which part of the manifold we are interested in. This is done by including a base point into the definition. We will see later some examples where different choices for a sequence of base points on the same sequence of Riemannian manifolds can give quite different limits.

Definition 8.3 (Pointed Manifolds). A pointed Riemannian manifold is a Riemannian manifold and $O \in M$ together with a choice of origin or basepoint $O \in M$. If the metric $g$ is complete, we say that the tuple is a complete pointed Riemannian manifold. If $(M, g(t), O)$ is a solution to the Ricci flow, we say $(M, g(t), O)$, for $t \in (a, b)$, is a pointed solution to the Ricci flow.

Moreover, we would like a notion of convergence for a sequence $(M_k, g_k, O_k)$ of pointed Riemannian manifolds that takes into account the action of basepoint-preserving diffeomorphisms on the space of metrics $\mathfrak{Mrt}$.

Definition 8.4 (Cheeger-Gromov Convergence in $C^\infty$). A sequence $\{(M_k, g_k, O_k)\}$ of complete pointed Riemannian manifolds converges to a complete pointed Riemannian manifold $(M_\infty, g_\infty, O_\infty)$ if there exists:

1. An exhaustion $(U_k)$ of $M_\infty$ with $O_\infty \in U_k$;
2. A sequence of diffeomorphisms $\Phi_k : U_k \to V_k \subset M_k$ with $\Phi(O_\infty) = O_k$ such that $(\Phi_k^* g_k)$ converges in $C^\infty$ to $g_\infty$ on compact sets in $M_\infty$.

This notion of convergence is often referred to as smooth Cheeger-Gromov convergence. The corresponding convergence for a sequence of pointed solutions to the Ricci flow is as follows.

Definition 8.5. A sequence $\{(M^n_k, g_k(t), O_k)\}$, for $t \in (a, b)$, of complete pointed solutions to the Ricci flow converges to a complete pointed solution to the Ricci flow $(M_\infty, g_\infty(t), O_\infty)$, for $t \in (a, b)$, if there exists:

1. An exhaustion $(U_k)$ of $M_\infty$ with $O_\infty \in U_k$;
2. A sequence of diffeomorphisms $\Phi_k : U_k \to V_k \subset M_k$ with $\Phi(O_\infty) = O_k$ such that $(\Phi_k^* g_k(t))$ converges in $C^\infty$ to $g_\infty(t)$ on compact sets in $M_\infty \times (a, b)$.

8.2.1 Expanding Sphere Example. An explicit illustration of the Cheeger-Gromov convergence can be seen in the following example which shows: A sequence of pointed manifolds $(S^n_k, g_{can}, N)$, where $S^n_k$ is the standard $n$-sphere of radius $k$ (taken with the usual canonical metric $g_{can}$) and $N$ is the basepoint corresponding to the sphere’s ‘north pole’, has a limiting pointed manifold $(\mathbb{R}^n, \delta_{ij}, 0)$ centred at the origin 0.

---

3 The definitions here are essentially due to Hamilton [Ham95a], but following [CCG+07], we do not include in the definition a choice of orthonormal frame at the basepoint.
To see this, first take an exhaustion $U_k = B_k(0) \to \mathbb{R}^n$ of balls centered at the origin with a sequence of diffeomorphisms $\Phi_k : B_k(0) \to S^k \subset \mathbb{R}^{n+1}$, defined by

$$\Phi_k : x \mapsto (x, \sqrt{k^2 - |x|^2}),$$

with $V_k = \Phi_k(B_k(0))$. For such $\Phi_k$, we are able to explicitly compute the pullback metric:

$$(\Phi_k^* g_k)_{ij} = \left( \frac{\partial \Phi_k}{\partial x^i}, \frac{\partial \Phi_k}{\partial x^j} \right)_{\mathbb{R}^{n+1}} = \delta_{ij} + \frac{x^i x^j}{k^2 - |x|^2},$$

since $\frac{\partial \Phi_k}{\partial x^i} = (e^i, x^i / \sqrt{k^2 - |x|^2})$. Thus, it suffices to show that

$$\left( B_k(0), \delta_{ij} + \frac{x^i x^j}{k^2 - |x|^2} \right) \to (\mathbb{R}^n, \delta_{ij})$$

uniformly on compact sets, which can be achieved simply by showing that $1/(1 - |x/k|^2)$ converges to 1 in $C^\infty$ on compact subsets of $\mathbb{R}^n$.

### 8.2.2 The Rosenau Metrics.
We will illustrate various aspects of Cheeger-Gromov convergence by investigating the following specific family:

For each $\alpha \in [0, 1)$, define a metric $g_\alpha$ on the sphere $S^2 \subset \mathbb{R}^3$ by

$$g_\alpha = \frac{1}{1 - \alpha^2 x^2 \bar{g}},$$

where $\bar{g}$ is the standard metric on $S^2$ coming from its inclusion in $\mathbb{R}^3$, and $x$ is one of the coordinate functions on $\mathbb{R}^3$. When $\alpha = 0$ this is the standard metric on $S^2$, but as $\alpha \to 1$ the manifold becomes longer in the $x$ direction, and approaches a long cylinder with capped-off ends. We will make this precise below, by producing the cylinder as a limit in the Cheeger-Gromov sense.

---

4 Up to rescaling by a factor depending on $k$, these are exactly the metrics arising in an important explicit solution of the Ricci flow on $S^2$ known as the Rosenau solution.
when we keep the base-points away from the ends \( x = \pm 1 \), and the capped-off cylinder as a limit when the base-points are at the ends.

Fig. 8.2 The Rosenau metrics \( g_\alpha = \frac{1}{1-\alpha^2 x^2} \bar{g} \) with base points away from the ends, converging to a cylinder as \( \alpha \) increases from 0 towards 1 (shown embedded in \( \mathbb{R}^3 \)).

Consider the convergence of the metrics \( g_k = g_{\alpha(k)} \) with \( \lim_{k \to \infty} \alpha(k) = 1 \), with base points chosen away from the poles, such as \( O_k = (0, 1, 0) \) for every \( k \). We will prove that the sequence \( (S^2, g_k, O_k) \) converges in the Cheeger-Gromov sense to a flat cylinder \( (\mathbb{R} \times (\mathbb{R}/(2\pi)), du^2 + dv^2, (0, 0)) \). Choose

\[
\Phi_k(u, v) = \frac{(\sinh u, \cos v, \sin v)}{\cosh u},
\]

so that \( \Phi_k(0, 0) = (0, 1, 0) \) for every \( k \). Then we compute

\[
\Phi_k(\partial_u) = \frac{(1, -\cos v \sinh u, -\sin v \sinh u)}{\cosh^2 u}; \quad \Phi_k(\partial_y) = \frac{(0, -\sin v, \cos v)}{\cosh u}.
\]

So

\[
\Phi^* g_k(\partial_u, \partial_u) = \frac{1}{1 - \alpha^2 \tanh^2 u} \bar{g}(\Phi_* \partial_u, \Phi_* \partial_u)
\]

\[
= \frac{1}{1 - \alpha^2 \tanh^2 u} \frac{1}{\cosh^2 u}
\]

\[
= 1 - \frac{(1 - \alpha^2) \tanh^2 u}{1 - \alpha^2 \tanh^2 u};
\]

\[
\Phi^* g_k(\partial_v, \partial_v) = \frac{1}{1 - \alpha^2 \tanh^2 u} \bar{g}(\Phi_* \partial_v, \Phi_* \partial_v)
\]

\[
= 1 - \frac{(1 - \alpha^2) \tanh^2 u}{1 - \alpha^2 \tanh^2 u};
\]

\footnote{This is a conformal map from the cylinder to the sphere without its poles. It can be produced by composing the complex exponential map (which maps \( \mathbb{R} \times (\mathbb{R}/2\pi) \) to \( \mathbb{C} \setminus \{0\} \)) with the stereographic projection from \( \mathbb{C} \) to \( S^2 \).}
and

\[ \Phi^* g_k(\partial_u, \partial_v) = \frac{1}{1 - \alpha^2 \tanh^2 u} \tilde{g}(\Phi_* \partial_u, \Phi_* \partial_v) \]

\[ = 0. \]

This shows that

\[ \Phi^* g_k = 1 - \left( 1 - \alpha^2 \right) \frac{\tanh u}{1 + u^2 + v^2} \]

and the quantity in the brackets converges in \( C^\infty \) to 1 on any compact subset of \( \mathbb{R} \times (\mathbb{R}/(2\pi)) \). Thus \( \Phi^* g_k \to du^2 + dv^2 \), so we have proved the Cheeger-Gromov convergence to a the cylinder metric.

Now let us see what happens when we take the base points to be at a pole, say \( O_k = (1, 0, 0) \) for every \( k \). We will prove that the sequence of pointed metrics

\[ (S^2, g_k, O_k) \rightarrow \left( \mathbb{R}^2, \frac{du^2 + dv^2}{1 + u^2 + v^2}, (0, 0) \right) \]

converge in the Cheeger-Gromov sense. To do this choose \( \Phi_k \) to be a composition of stereographic projection with a suitable dilation depending on \( k \):

\[ \Phi_k(u, v) = \frac{1}{1 + \frac{1 - \alpha^2}{2}(u^2 + v^2)} \left( 1 - \frac{1 - \alpha^2}{2}(u^2 + v^2), \sqrt{1 - \alpha^2 u}, \sqrt{1 - \alpha^2 v} \right). \]

One can then compute directly

\[ (\Phi_k)^* g_k = \frac{du^2 + dv^2}{1 + u^2 + v^2 - \frac{1 - \alpha^2}{2}(u^2 + v^2) + \frac{(1 - \alpha^2)^2}{16}(u^2 + v^2)^2} \]

\[ \rightarrow \frac{du^2 + dv^2}{1 + u^2 + v^2} \]

as \( \alpha \to 1 \) smoothly on compact subsets.

**Remark 8.6.** This example illustrates several features of Cheeger-Gromov convergence: First, the need for specifying the base points is clear here, since we produce very different limits for different choices of base-point. Second, the limit of a sequence of compact spaces can be non-compact. Note that this possibility is made possible since we use an exhaustion by open sets on the limit manifold, and say nothing about surjectivity of the diffeomorphisms \( \Phi_k \) onto the spaces \( M_k \). On the other hand one cannot produce a compact limit from a sequence of complete non-compact spaces.

**Remark 8.7.** The limiting metric above is also important in Ricci flow: It is an example of a ‘soliton’ metric, which evolves without changing shape — more precisely, the solution of Ricci flow starting from the above metric
is given at any positive time by the same metric pulled back by a suitable 
diffeomorphism. This metric is called the ‘cigar’, and it is asymptotic to a 
cylinder at infinity.

8.3 Statement of the Compactness Theorem

Having established the convergence criterion for a sequence of pointed 
Riemannian manifolds, we seek to find sufficient conditions under which a 
given sequence \( \{(M_k, g_k, O_k)\} \) has a convergent subsequence. As we shall 
see, it turns out that there are two such conditions needed for this to oc-
cur: The first is that of (globally) uniform bounds on the curvature and its 
higher derivatives; the second is a lower bound on the injectivity radius at 
the basepoint:

(i) \( |\nabla^p R(g_k)| \leq C_p \) on \( M_k \) for each \( p \geq 0 \); and
(ii) \( \text{inj}_{g_k}(O_k) \geq \kappa_0 \) for some \( \kappa_0 > 0 \).
We say that the sequence of Riemannian manifolds has (uniformly) *bounded geometry* whenever the curvature and its derivatives of all orders have uniform bounds (i.e. condition (i) holds).

The resulting compactness theorem for metrics is stated as follows. It is a fundamental result in Riemannian geometry independent of the Ricci flow.

**Theorem 8.8 (Compactness for Metrics).** Let \( \{ (M_k, g_k, O_k) \} \) be a sequence of complete pointed Riemannian manifolds satisfying (i) and (ii) above. Then there exists a subsequence \( (j_k) \) such that \( \{ (M_{j_k}, g_{j_k}, O_{j_k}) \} \) converges in the Cheeger-Gromov sense to a complete pointed Riemannian manifold \( (M_\infty, g_\infty, O_\infty) \) as \( k \to \infty \).

**Remark 8.9.** Our discussion here will take this theorem for granted as its proof is non-trivial and does not directly relate to the Ricci flow (see [Ham95a, Sect. 3] or [CCG+07, Chap. 4] for further details).

It is clear that all of the conditions are needed. For example, if there is no bound on the curvatures then one could have a sequence like the one shown in Figure 8.4 (explicitly, take the manifolds \( M_k \) to be hypersurfaces in \( \mathbb{R}^{n+1} \) given by the graphs of \( y = \sqrt{1/k^2 + |x|^2} \), with the induced metric). Similarly, one can construct examples where smooth convergence fails if the \( p \)-th derivative is not uniformly bounded, for any \( p > 0 \). As we shall see, the Ricci flow’s excellent regularity properties mean that this condition does not present too great a challenge in the analysis — at least, once we have a bound on curvature (corresponding to \( p = 0 \)) then the bounds for higher \( p \) are guaranteed.

Fig. 8.4 A sequence of manifolds with infinite injectivity radius at the central point but curvature unbounded, and which do not converge to a manifold (cf. [Pet87, Example 1.1]).

A more subtle matter is that of a positive lower bound on the injectivity radius (see Figure 8.5). For an explicit example of what can go wrong, consider the sequence given by \( M_k = S^1 \times S^1 = \mathbb{R}^2 / \mathbb{Z}^2 \), with metrics given by

---

6 Due to an estimate from [CGT82] we only need injectivity radius lower bounds at the basepoints, thereby avoiding any assumption of a uniform lower bounds for the injectivity radius over the whole manifold.

7 Condition (i) can be weakened in the following way: Rather than requiring uniform bounds on all of \( M_k \), it suffices to have *local* uniform bounds, i.e. for each \( p \geq 0 \) and each \( R > 0 \) there exists \( C(p, R) \) such that \( |\nabla^p R_k|_k \leq C(p, R) \) on \( B_R(O_k) \).
$g_k(x, y) = dx^2 + k^{-1}dy^2$, and any choice of base points $O_k$. These metrics all have zero curvature, so the first condition is fulfilled with $C_p = 0$ for every $p$. However $(M_k, g_k)$ has a closed geodesic (a circle in the $y$ direction) of length $1/\sqrt{k}$, so the injectivity radius can be no greater than $1/(2\sqrt{k})$. This sequence ‘collapses’, in a certain sense converging to the lower-dimensional limit given by the circle $S^1$. This condition has proved to be been a major obstacle in the analysis of Ricci flow. Establishing a suitable bound is highly non-trivial, and was one of the fundamental breakthroughs in the work of Perel’man.

![Fig. 8.5 A sequence of tori with injectivity radius approaching zero (cf. [Pet87, Example 1.2]).]

### 8.3.1 Statement of the Compactness Theorem for Flows.

When considering a sequence of complete pointed solutions to the Ricci flow, the corresponding compactness theorem takes the following form:

**Theorem 8.10 (Compactness for Flows).** Let $\{(M_k, g_k(t), O_k)\}$, for $t \in (a,b)$, where $-\infty \leq a < 0 < b \leq \infty$, be a sequence of complete pointed solutions to the Ricci flow such that:

1. Uniformly bounded curvature:
   \[ |R_{g_k}| \leq C_0 \text{ on } M_k \times (a,b) \]
   for some constant $C_0 < \infty$ independent of $k$; and
2. Injectivity radius estimate at $t = 0$:
   \[ \text{inj}_{g_k(0)}(O_k) \geq \kappa_0 \]
   for some constant $\kappa_0 > 0$.

Then there exists a subsequence $(j_k)$ such that $\{(M_{j_k}, g_{j_k}(t), O_{j_k})\}$ converges to a complete pointed solution to the Ricci flow $(M_\infty, g_\infty(t), O_\infty)$ as $k \to \infty$, for $t \in (a,b)$.

**Remark 8.11.** As remarked previously, there is no requirement for bounds on derivatives of curvature, since these are deduced from Theorem 7.1. We also remark that the curvature bound can be replaced by local uniform bounds, in the sense that we need only require bounds independent of $k$ on each set $B_r(O_k) \times I$, where $r \geq 0$, $B_r(O_k)$ is the ball of radius $r$ with respect to the metric $g_k$ at $t = 0$, and $I$ is a compact sub-interval of $(a,b)$. 
8.4 Proof of the Compactness Theorem for Flows

In this section we prove the compactness theorem for flows, Theorem 8.10, given the compactness theorem for metrics, Theorem 8.8. We will give the proof only for the case where the manifolds $M_k$ are compact (though there is no such assumption on the limit $M_\infty$). The proof for the more general case of complete solutions is not significantly more difficult, but requires a stronger version of the regularity result of Theorem 7.1, which we do not wish to prove. The main tools of the proof are the theorem of Arzelà-Ascoli and the regularity results presented in the previous chapter.

8.4.1 The Arzelà-Ascoli Theorem. Let $X$ and $Y$ be metric spaces, and fix $y_0 \in Y$. We say $F \subset C(X,Y)$ is equicontinuous if for every $\varepsilon > 0$ and $x \in X$ there is a $\delta > 0$ such that $d_Y(f(x), f(y)) < \varepsilon$ for every $f \in F$ and for all $y \in X$ with $d(x, y) < \delta$. Also, we say $F$ is pointwise bounded if for every $x \in X$ there exists $C = C(x) < \infty$ such that $d_Y(f(x), y_0) \leq C$ for all $f \in F$.

Theorem 8.12 (Arzelà-Ascoli). Let $X$ and $Y$ be locally compact metric spaces. Then a subset $F$ of $C(X,Y)$ is compact in the compact-open topology if and only if it is equicontinuous, pointwise bounded and closed.\[^8\]

Note that if $F \subset C(X,Y)$ is compact, then any sequence $(f_n) \subset F$ has a subsequence that converges uniformly on every compact subset of $X$. We can apply this result to extract a convergent subsequence from a sequence of sections of a bundle with bounded derivatives.

Corollary 8.13. Let $(M, g)$ be a manifold, and $E$ a vector bundle over $M$, and fix metrics $g$ and connections $\nabla$ on $E$ and $TM$. Let $\Omega \subset M$ an open set with compact closure $\bar{\Omega}$, and let $p \in \mathbb{N} \cup \{0\}$. Let $(\xi_k)$ be a sequence of sections of $E$ over $\bar{\Omega}$ such that

$$\sup_{0 \leq \alpha \leq p+1} \sup_{x \in \bar{\Omega}} |\nabla^\alpha \xi_k| \leq C < \infty.$$  

Then there exists a section $\xi_\infty$ of $E|_{\bar{\Omega}}$ and a subsequence of $(\xi_k)$ which converges to $\xi_\infty$ in $C^p$ on $\bar{\Omega}$.

Remark 8.14. To reduce the proof to the Arzelà-Ascoli theorem, we can fix a finite collection of charts defined on compact domains covering $\bar{\Omega}$, with corresponding trivialisations of $E$, and apply the Arzelà-Ascoli theorem to the components of $\nabla^p \xi_k$ in each chart. We observe that the components of $\nabla^p \xi_k$ are equicontinuous, since their derivatives are controlled by $|\nabla^{p+1} \xi_k|$.

\[^8\] Note that the collection of all such $U_{K, U} = \{f \in C(X,Y) : f(K) \subset U\}$, where $K \subset X$ is compact and $U \subset Y$ open, defines a subbase for the compact-open topology on $C(X,Y)$. 
8 The Compactness Theorem for Riemannian Manifolds

There are two situations in which Corollary 8.13 is directly applicable to the compactness theorems we are discussing: The first is where $E$ is the bundle of symmetric bilinear forms on $TM$, and the sections $\xi_k$ are Riemannian metrics on $M$. The second is where $E$ is the bundle of symmetric bilinear forms on the space-like tangent bundle $S$ over $M \times I$, where $I$ is a time interval. Then the sections $\xi_k$ correspond to a sequence of time-dependent metrics on $M$, such as a sequence of solutions to the Ricci flow.

8.4.2 The Proof. With the Arzelà-Ascoli theorem and the regularity for the Ricci flow discussed in Chapter 7, we are now in a position to prove the compactness theorem for flows from the general compactness theorem for metrics.

Proof (Theorem 8.10, given Theorem 8.8). We prove only the case where each $M_k$ is compact. Consider a sequence of pointed solutions $(M_k, g_k(t), O_k)$, for $t \in (a, b)$, to the Ricci flow where $\sup_{M_k \times (a, b)} |R(g_k)| \leq K$. The Bernstein-Bando-Shi estimates, Theorem 7.1, give bounds of the form

$$|\nabla^p R(x, t)| \leq C(p, \varepsilon, K)$$

for all $x \in M$ and $t \in [a + \varepsilon, b)$, for each small $\varepsilon > 0$. The assumption on the injectivity radius at $O_k$, when $t = 0$, fulfils the conditions of the Cheeger-Gromov compactness theorem for metrics applied to the sequence $(M_k, g_k(0), O_k)$. Thus there exists a subsequence which converges in the Cheeger-Gromov sense to a complete limit $(\bar{M}, \bar{g}, \bar{O})$. That is, (passing to a subsequence if necessary) there exists an exhaustion $\{U_k\}$ of $\bar{M}$, and smooth injective maps $\Phi_k: U_k \to M_k$ taking $\bar{O}$ to $O_k$ such that $\Phi_k^*(g_k(0))$ converges in $C^\infty$ on compact sets of $\bar{M}$ to $\bar{g}$.

The idea now is to obtain uniform $C^\infty$ control on $\tilde{g}_k(t) = \Phi_k^*(g_k(t))$ on compact subsets of $\bar{M} \times (a, b)$ (note these are also solutions of Ricci flow). To do this, fix a compact set $Z$ in $\bar{M}$ and consider only $k$ sufficiently large so that $Z \subset U_k$. The metrics $\tilde{g}_k(t)$ are uniformly comparable to $\tilde{g}$, since by the convergence statement they are comparable to $\tilde{g}$ at $t = 0$ and by Lemma 7.5 they remain comparable for other $t \in (a, b)$. To bound higher derivatives we apply, for each $k$, the evolution equation (7.7) derived in the proof of the long-time existence theorem:

$$\frac{\partial}{\partial t} \nabla^q \tilde{g}_k = \sum_{j_0 + j_1 + \cdots + j_m = q} \nabla^{j_0} R(\tilde{g}_k) \ast \nabla^{j_1} \tilde{g}_k \ast \cdots \ast \nabla^{j_m} \tilde{g}_k. \quad (8.1)$$

In the case $q = 1$ this gives

$$\left| \frac{\partial}{\partial t} \nabla \tilde{g}_k \right| \leq C\left(1 + |\nabla \tilde{g}_k| \right),$$
where $C$ depends on $K$ and $\varepsilon$ but not $k$. Since the time interval is finite and $\nabla \tilde{g}_k(0) \to 0$ as $k \to \infty$, this implies $|\nabla \tilde{g}_k(t)| \leq C$, independent of $k$. Proceeding by induction on $q$: Suppose $|\nabla^j \tilde{g}_k(t)|$ is bounded independent of $k$, for $j = 1, \ldots, q$, so that (8.1) again gives

$$
\left| \frac{\partial}{\partial t} \tilde{\nabla}^{q+1} \tilde{g}_k \right| \leq C \left( 1 + \tilde{\nabla}^{q+1} \tilde{g}_k \right),
$$

which implies a bound independent of $k$ on $Z \times [a+\varepsilon, b)$. Note that derivatives in time directions are also bounded, since they can be written in terms of spatial derivatives via the Ricci flow equation. It follows by the Arzela-Ascoli theorem (in the form of Corollary 8.13) that there is a subsequence which converges in $C^\infty$ on $Z \times [a+\varepsilon, b-\varepsilon]$. A diagonal subsequence argument then produces a subsequence which converges in $C^\infty$ on compact sets of $\tilde{M} \times (a, b)$ to a complete solution $\tilde{g}(t)$ of Ricci flow, thus proving that the corresponding subsequence of $(M_k, g_k(t), O_k)$ converges to $(\tilde{M}, \tilde{g}(t), \tilde{O})$ in the sense of the theorem. □

8.5 Blowing Up of Singularities

We will apply the compactness results of this chapter, in particular Theorem 8.10, to a solution of the Ricci flow with a finite maximal time of existence $T$. As the curvature explodes in this situation, we need to choose a sequence of times $t_i \nearrow T$ and rescale of the metric to make the curvatures bounded. By doing this we hope that the limiting manifold will tell us about the nature of the singularity, and hopefully some desirable topological information. We pursue this idea in detail.

Suppose that a solution of the Ricci flow $(M, g(t))$ exists on a maximal time interval $t \in [0, T)$ with finite final time $T < \infty$. By Theorem 7.4

$$
\limsup_{t \nearrow T} |R|(\cdot, t) = \infty
$$

so the maximum value of $|R|$ on $M$ explodes to $+\infty$ as $t \nearrow T$. In which case, choose points $O_i \in M$ and times $t_i \nearrow T$ such that

$$
|R|(O_i, t_i) = \sup_{(x,t) \in M \times [0,t_i]} |R|(x,t),
$$

and also set $Q_i := |R|(O_i, t_i)$. Applying the parabolic rescaling of the Ricci flow discussed in Section 3.1.3 we define

$$
g_i(t) := Q_i g(t_i + Q_i^{-1}t)
$$

so that $(M, g_i(t))$ satisfies Ricci flow on the time interval $[-t_i Q_i, (T-t_i)Q_i]$. For each $i$ and times $t \leq 0$, note that
\[ |R(g_i(t))| = \frac{1}{Q_i} |R(g(t_i + Q_i^{-1}t))| \leq 1 \]

by the definition of \( Q_i \). Also observe, for each \( i \) and times \( t > 0 \), that

\[
\sup_M |R(g_i(t))| \leq \frac{1}{1 - C(n)t}
\]

by the doubling-time estimate discussed in Section 6.2.2. Therefore \( g_i(t) \) is defined with

\[
\sup_i \sup_{M \times (a,b)} |R(g_i(t))| < \infty
\]

for any \( a < 0 \) and some \( b = b(n) > 0 \). In which case, the sequence \( \{(M, g_i(t), O_i), t \in (a, b)\} \) has uniform bounded geometry. So by Theorem 8.10 we can pass to a subsequence \( j \) such that \((M, g_j(t), O_j)\) converges to a complete pointed solution to the Ricci flow \((M_\infty, g_\infty(t), O_\infty)\), for all \( t \in (a, b) \), provided we can establish a suitable lower bound on the injectivity radius.

**Remark 8.15.** It is precisely such a bound that is missing from our analysis. Historically this has been a major difficulty, except in special circumstances.\(^9\) However, as we shall see in the next two chapters, this issue has been elegantly resolved by the work of Perel’mann [Per02].

---

\(^9\) One of the cases which can be handled is where the sectional curvatures are positive: Klingenberg [Kli59] proved that an even dimensional simply connected manifold with positive sectional curvatures has injectivity radius equal to its conjugate radius, which is at least \( \pi/\sqrt{K_{\text{max}}} \) by the Rauch comparison theorem. He also proved this for odd dimensions provided the sectional curvatures are globally 1/4-pinched [Kli61], and Abresch and Meyer [AM94] extended this result to allow global pinching with some explicit pinching ratio below 1/4.
Chapter 9
The $\mathcal{F}$-Functional and Gradient Flows

After Ricci flow was first introduced, it appeared for many years that there was no variational characterisation of the flow as the gradient flow of a geometric quantity. In particular, Bryant and Hamilton established that the Ricci flow is not the gradient flow of any functional on $\mathcal{M}et$ — the space of smooth Riemannian metrics — with respect to the natural $L^2$ inner product (with the exception of the two-dimensional case, where there is indeed such an ‘energy’). Considering the prominent role variational methods have played in geometric analysis, PDE’s and mathematical physics, it seemed surprising that such a natural equation as Ricci flow should be an exception. One of the many important contributions Perel’man made was to elucidate a gradient flow structure for the Ricci flow, not on $\mathcal{M}et$ but on a larger augmented space. Part of this structure was already implicit in the physics literature [Fri85]. In this chapter we discuss this structure, at the centre of which is Perel’man’s $\mathcal{F}$-functional [Per02]. The analysis will provide the groundwork for the proof of a lower bound on injectivity radius at the end of Chapter [10]

9.1 Introducing the Gradient Flow Formulation

We introduce ‘the gradient flow’ associated to an energy functional in general terms. The concept naturally arises in branches of physics, PDE’s, numerical analysis and related areas.

**Definition 9.1.** If $\mathcal{H}$ is a Hilbert space with a smooth functional $E : \mathcal{H} \rightarrow \mathbb{R}$, the gradient vector field $\nabla E : \mathcal{H} \rightarrow \mathcal{H}$ is given at each $u \in \mathcal{H}$ by the unique vector $\nabla E(u) \in \mathcal{H}$, such that

$$\langle \nabla E(u), v \rangle = dE(u)(v) \quad (9.1)$$

for all $v \in \mathcal{H}$.

A consequence of (9.1) is that $\|dE(u)\| = \|\nabla E(u)\|$ for any $u \in \mathcal{H}$. Moreover, $\nabla E$ defines a gradient flow $\Phi$ given by the ODE
\[
\frac{d}{dt} \Phi_u(t) = -\nabla E(\Phi_u(t))
\]
\[
\Phi_u(0) = u
\]
for any fixed \( u \in \mathcal{H} \). To interpret \( \Phi \), we observe that flow lines, with respect to the graph \( \text{gr}(E) = \{(u, E(u)) \in \mathcal{H} \times \mathbb{R}\} \), are paths of steepest decent. Indeed, for any time dependent \( u = u(t) \in \mathcal{H} \), we have
\[
\frac{d}{dt} E(u(t)) = dE(u)(\dot{u}) = \langle \nabla E(u), \dot{u} \rangle \geq -\|\nabla E(u)\|\|\dot{u}\|
\]
with equality holding if and only if \( \dot{u} = -\lambda \nabla E(u) \) for \( \lambda > 0 \).

The archetypical gradient flow in \( \text{pde} \) is the one associated to the Dirichlet energy functional
\[
E(u) = \frac{1}{2} \int_{\mathbb{R}^n} |\nabla u|^2 dx = \frac{1}{2} \|\nabla u\|^2_{L^2}
\]
with the usual \( L^2 \)-inner product. Indeed, by Proposition 1.69(c), if \( u \) is smooth in \( x \) and \( t \) then
\[
\frac{d}{dt} E(u) = \int_{\mathbb{R}^n} \langle \frac{\partial}{\partial t} \nabla u, \nabla u \rangle dx = -\int_{\mathbb{R}^n} \frac{\partial}{\partial t} \Delta u dx = \langle -\Delta u, \dot{u} \rangle.
\]
Thus formally the gradient flow is the standard heat equation \( \frac{\partial u}{\partial t} = \Delta u \). Note that this example (in common with most other examples arising in \( \text{pde} \) and calculus of variations) does not quite fit into the gradient flow framework defined above, since the energy \( E \) is not even defined on the Hilbert space \( L^2(\mathbb{R}^n) \). We can make sense of \( E \) on the smaller space \( L^2 \cap C^\infty \), but on this space the inner product is not complete, and \( E \) is not differentiable in the Fréchet sense (see Appendix A — note that Proposition A.3 does not apply here, since the derivative \( -\Delta u \) is not continuous with respect to the \( L^2 \) metric):
\[
E(u + v) - E(u) - \delta_v(u) = \frac{1}{2} \int |\nabla (u + v)|^2 - |\nabla u|^2 + 2v \Delta u dx
\]
\[
= \frac{1}{2} \int |\nabla v|^2 dx + \int (v \Delta u + \nabla v \cdot \nabla u) dx
\]
\[
= \frac{1}{2} \int |\nabla v|^2
\]
which is not even bounded as \( \|v\|_{L^2} \to 0 \) in \( L^2 \cap C^\infty \), let alone \( o(\|v\|_{L^2}) \). However, \( E \) is Gâteaux differentiable on this space, and the derivative \( \delta_v u \) is a continuous linear map with respect to the \( L^2 \) metric for any smooth \( u \), so the gradient vector is still well defined.
Remark 9.2. When examining the gradient flow formulation of the Ricci flow there is a natural $L^2$-inner product, induced by the fibrewise product on $\text{Sym}^2 T^* M$, given by

$$
\langle h, h' \rangle = \int_M g^{ik} g^{j\ell} h_{ij} h'_{k\ell} d\mu(g)
$$

(9.2)

referred to as the canonical Riemannian metric on the space of Riemannian metrics $\mathcal{M}$. Note that this metric, by construction, is invariant under the action of the diffeomorphism group; however, as in the previous example the inner product is not complete.

### 9.2 Einstein-Hilbert Functional

Let $(M, g)$ be a closed Riemannian manifold. One of the most natural functionals one can construct on $\mathcal{M}$ is the so-called Einstein-Hilbert functional $E : \mathcal{M} \to \mathbb{R}$, which is the integral of the scalar curvature:

$$
E(g) = \int_M \text{Scal} d\mu.
$$

By computing the variation of $E$ at $g$, in direction $h = \dot{g}$, we see that

$$
\delta_h E(g) = \int_M \delta_h \text{Scal}(g) d\mu + \int_M \text{Scal} \delta_h d\mu(g)
$$

$$
= \int_M -\Delta \text{tr}_g h + \delta^2 h - \langle h, \text{Ric} \rangle + \frac{\text{Scal}}{2} \text{tr}_g h d\mu
$$

where we recall the variation equations Proposition 3.10 and 3.11. Now as $M$ is closed, $\int_M \Delta \text{tr}_g h d\mu = 0$, so by the divergence theorem (i.e. Theorem 1.68) we see that $\int_M \delta^2 h d\mu = \int_M g^{ij} g^{pq} \nabla^2 q_{ij} h_{ip} d\mu = \int_M \text{div} V d\mu = 0$, where $V = V^q \partial_q = (g^{pq} g^{ij} \nabla_j h_{ip}) \partial_q$. Thus the variation of $E$ is

$$
\delta_h E(g) = \int_M \left( \frac{\text{Scal}}{2} g - \text{Ric}, h \right) d\mu.
$$

It is important to note that the $\frac{\text{Scal}}{2} g$-term is due to variation of the volume element $d\mu$. From the formula above, (twice) the gradient flow of $E$ is given by

$$
\frac{\partial}{\partial t} g_{ij} = 2(\nabla E)_{ij} = \text{Scal} g_{ij} - 2R_{ij}.
$$

1 Note that $\mathcal{M}$ is an infinite dimensional cone (in the vector space $\text{Sym}^2 T^* M$) and so is highly non-compact. Arbitrary sequences of Riemannian metrics can degenerate in complicated ways; however there are two rather trivial but nonetheless important sources of non-compactness, namely those of diffeomorphism invariance and scaling (cf. Chapter 8).

2 That is, compact without boundary.
We note that this equation looks similar to the Ricci flow, but the extra term means that this equation is not parabolic: From equation (4.2) the symbol is given by

\[
(\hat{\sigma}[\text{Scal} - 2\text{Ric}]\xi)(h) = |\xi|^2 h + \text{tr} h \xi \otimes \xi \\
- \xi \otimes h^2(\xi) - h^2(\xi) \otimes \xi + (h(\xi, \xi) - |\xi|^2 \text{tr} h) g,
\]

where \( h^2 \) is the linear operator corresponding to \( h \) (obtained by raising an index using the metric). Choosing \( \xi = e_n \), this maps \( h = \xi \otimes \xi - |\xi|^2 g \) to \((2 - n)\) times itself, but maps \( h = e_1 \otimes e_2 + e_2 \otimes e_1 \) to itself. Of course there is also a kernel which can be removed using DeTurck’s trick, but no such trick can make the symbol have definite real part. Therefore the gradient flow is not parabolic. Such equations do not generally have solutions even for a short time — that is, there do not exist paths of steepest descent for this functional.

### 9.3 \( \mathcal{F} \)-Functional

To overcome the problems associated with the Einstein-Hilbert functional, Perel’man considers a functional \( \mathcal{F} \) on the enlarged space \( \text{Met} \times C^\infty(M) \), defined by

\[
\mathcal{F}(g, f) := \int_M (\text{Scal} + |\nabla f|^2) e^{-f} d\mu. \tag{9.3}
\]

We shall follow the physics literature and call \( f \) the dilaton. It is important to note that \( \mathcal{F} \) can also be written as \( \mathcal{F}(g, f) = \int_M (\text{Scal} + \Delta f) e^{-f} d\mu \) on a closed manifold \( M \).

**Remark 9.3.** There are some elementary symmetry properties associated with \( \mathcal{F} \). The first of these is that \( \mathcal{F} \) is diffeomorphism invariant: If \( \varphi \in \text{Diff}(M) \) then \( \mathcal{F}(\varphi^* g, f \circ \varphi) = \mathcal{F}(g, f) \). The second is the scaling behaviour: For any scalars \( b \) and \( c > 0 \) we have \( \mathcal{F}(c^2 g, f + b) = e^{n-2} e^{-b} \mathcal{F}(g, f) \).

**Proposition 9.4 (Variation of \( \mathcal{F} \)).** On a closed manifold \( M \), the variation of \( \mathcal{F} \) is equal to

\[
\delta_{(h, k)} \mathcal{F}(g, f) = -\int_M (\text{Ric} + \text{Hess}(f), h) e^{-f} d\mu \\
+ \int_M \left( \frac{1}{2} \text{tr} g h - k \right) (2\Delta f - |\nabla f|^2 + \text{Scal}) e^{-f} d\mu.
\]

**Proof.** The variation of \( \mathcal{F} \) in direction \((h, k)\) is defined by Appendix A to be \( \delta_{(h, k)} \mathcal{F}(g, f) = \frac{d}{ds}|_{s=0} \mathcal{F}(g + sh, f + sk) \). This implies that

\[\Delta e^{-f} = (|\nabla f|^2 - \Delta f) e^{-f} \implies \int_M |\nabla f|^2 e^{-f} d\mu = \int_M \Delta f e^{-f} d\mu.\]

\[\Delta e^{-f} = (|\nabla f|^2 - \Delta f) e^{-f} \implies \int_M |\nabla f|^2 e^{-f} d\mu = \int_M \Delta f e^{-f} d\mu.\]
\[ \delta_{(h,k)} F(g, f) = \int_M \left( \delta_{(h,k)} (\text{Scal} + |\nabla f|^2)(g, f) \right) e^{-f} d\mu \\
+ \int_M (\text{Scal} + |\nabla f|^2)(\delta_{(h,k)}(e^{-f} d\mu)(g, f)). \]

Now by Proposition 3.11 we find that \( \delta_{(h,k)}(e^{-f} d\mu)(g, f) = \left( \frac{\text{tr}_g h}{2} - k \right) e^{-f} d\mu \), and by (3.9) that

\[ \delta_{(h,k)} |\nabla f|^2 (g, f) = -g^{ik} g^{j\ell} h_{k\ell} \nabla_i f \nabla_j f + 2g^{ij} \nabla_i f \nabla_j k = -h^{ij} \nabla_i f \nabla_j f + 2 \langle \nabla f, \nabla k \rangle. \]

Putting this together gives the variation

\[ \delta_{(h,k)} F(g, f) = \int_M \left( -\Delta \text{tr}_g h + \delta^2 h - \langle h, \text{Ric} \rangle \\
- h^{ij} \nabla_i f \nabla_j f + 2 \langle \nabla f, \nabla k \rangle \right) e^{-f} d\mu \\
+ \int_M (\text{Scal} + |\nabla f|^2)(\frac{\text{tr}_g h}{2} - k) e^{-f} d\mu. \] (9.4)

Now since \( \Delta e^{-f} = (|\nabla f|^2 - \Delta f) e^{-f} \), Proposition 1.69[b] implies that \( \int_M (-\Delta \text{tr}_g h) e^{-f} d\mu = -\int_M \text{tr}_g h \Delta e^{-f} d\mu = \int_M \text{tr}_g h (\Delta f - |\nabla f|^2) e^{-f} d\mu \), and Proposition 1.69[c] implies that \( \int_M (\nabla f, \nabla k) e^{-f} d\mu = \int_M (\Delta e^{-f}) k d\mu = \int_M (|\nabla f|^2 - \Delta f) k e^{-f} d\mu \). Putting these two identities together gives

\[ \int_M (-\Delta \text{tr}_g h + 2 \langle \nabla f, \nabla k \rangle) e^{-f} d\mu = 2 \int_M (\frac{\text{tr}_g h}{2} - k)(\Delta f - |\nabla f|^2) e^{-f} d\mu. \]

Also, we find by the divergence theorem that

\[ \int_M \delta^2 h e^{-f} d\mu = \int_M \text{div} V e^{-f} d\mu = -\int_M V \nabla q e^{-f} d\mu, \]

where \( V = V^q \partial_q = (g^{pq} g^{ij} h_{ip} \partial_q) \partial_q \). Now by using the identity

\[ \nabla_j (g^{pq} g^{ij} h_{ip} \nabla_q e^{-f}) = V^q \nabla_q e^{-f} + g^{pq} g^{ij} h_{ip} \nabla_j \nabla_q e^{-f}, \]

we see that \( \int_M \nabla_j (g^{pq} g^{ij} h_{ip} \nabla_q e^{-f}) d\mu = 0 \) by the divergence theorem again, so that

\[ \int_M \delta^2 h e^{-f} d\mu = \int_M g^{pq} g^{ij} h_{ip} \nabla_j \nabla_q e^{-f} d\mu \\
= \int_M h^{ij} \partial_j f \partial_q e^{-f} + (\partial_j \partial_q f + \Gamma^r_{jq} \partial_r f) e^{-f} d\mu \\
= \int_M (h^{ij} \nabla_i f \nabla_j f - \langle \text{Hess}(f), h \rangle) e^{-f} d\mu. \]
Therefore we find that
\[
\int_M \left( -\Delta \tr g_h + \delta^2 h - \langle h, \text{Ric} \rangle - h^{ij} \nabla_i f \nabla_j f + 2 \langle \nabla f, \nabla k \rangle \right) e^{-f} d\mu
\]
\[
= \int_M -\langle \text{Ric} + \text{Hess}(f), h \rangle e^{-f} d\mu + \int_M \left( \frac{\tr g_h}{2} - k \right) (2\Delta f - 2|\nabla f|^2) e^{-f} d\mu.
\]
Combining this with (9.4) yields the desired result. \(\square\)

**Corollary 9.5 (Measure-preserving Variation of \(F\)).** For variations \((h, k)\) satisfying \(\delta_{(h,k)} e^{-f} d\mu(g, f) = 0\), the variation
\[
\delta_{(h,k)} F(g, f) = -\int_M \langle \text{Ric} + \text{Hess}(f), h \rangle e^{-f} d\mu.
\]

### 9.4 Gradient Flow of \(F^m\) and Associated Coupled Equations

With Proposition 9.4 in mind, Perel’man formulates an appropriate gradient flow, in the form of a coupled system of equations, that can be related to the Ricci flow. To see this, first fix a smooth positive background measure \(d\omega\) on \(M\), and define a smooth graph \(X : \text{Met} \to \text{Met} \times C^\infty(M)\) by letting
\[
X : g \mapsto \left( g, \log \frac{d\mu(g)}{d\omega} \right).
\]

The resulting composition \(F^m = F \circ X : \text{Met} \to \mathbb{R}\) is a functional on \(\text{Met}\) that modifies \(F\). It takes the form
\[
F^m(g) = \int_M \left( \text{Scal} + \left| \nabla \log \frac{d\mu}{d\omega} \right|^2 \right) d\omega
\]
\[
= \int_M (\text{Scal} + |\nabla f|^2) d\omega,
\]
where now \(f := \log \frac{d\mu}{d\omega}\). From Corollary 9.5, the variation of \(F^m\) is
\[
\delta_h F^m(g) = -\int_M h^{ij} (R_{ij} + \nabla_i \nabla_j f) d\omega,
\]

---

4 Here we take a measure to mean a positive \(n\)-form. Note if \(dm\) is any positive \(n\)-form, then for any open \(U \subset M\) we can define \(m(U) := \int_U dm\). Hence \(m : B(M) \to [0, \infty)\) is a positive measure (in the strict sense) defined on the Borel \(\sigma\)-algebra \(B(M)\).

5 The quotient of two \(n\)-forms makes sense: For if \(dm_1\) and \(dm_2\) are two positive \(n\)-forms, we have that \(dm_1 = \varphi_1 d\omega\) and \(dm_2 = \varphi_2 d\omega\), where \(\varphi_1, \varphi_2\) are the corresponding Randon-Nykodym derivatives with respect to the background measure \(d\omega\). In which case we define \(\frac{dm_1}{dm_2} := \frac{\varphi_1}{\varphi_2}\).
9.4 Gradient Flow of $\mathcal{F}^m$ and Associated Coupled Equations

Since $d\omega$ is fixed and $d\omega = e^{-f} d\mu$ by the definition of $f$. So by (9.2) and Proposition A.3, the gradient vector field of $\mathcal{F}^m$ (if it exists) is given by

$$\nabla \mathcal{F}^m(g) = -(R_{ij} + \nabla_i \nabla_j f).$$

Hence (twice) the positive gradient flow of $\mathcal{F}^m$ on $\mathfrak{Met}$ is

$$\frac{\partial}{\partial t} g_{ij} = 2 \nabla \mathcal{F}^m(g) = -2(R_{ij} + \nabla_i \nabla_j f),$$

and the associated evolution equation for $f = \log \frac{d\mu}{d\omega}$ equal to

$$\frac{\partial f}{\partial t} = -\Delta f - \text{Scal},$$

since $\frac{\partial f}{\partial t} = \frac{1}{2} g^{ij} \frac{\partial g_{ij}}{\partial t} = -(\text{Scal} + g^{ij} \nabla_i \nabla_j f)$ [6] In which case we consider the coupled modified Ricci flow:

$$\frac{\partial}{\partial t} g = -2(\text{Ric} + \text{Hess}(f)) \quad (9.5a)$$

$$\frac{\partial f}{\partial t} = -\Delta f - \text{Scal} \quad (9.5b)$$

In general, with Section 9.1 in mind, any gradient flow of $\mathcal{F}^m$ is non-decreasing along the flow lines, with $\frac{\partial}{\partial t} \mathcal{F}^m = \|2 \nabla \mathcal{F}^m\|_{L^2}^2$. This now gives Perel’man’s monotonicity formula for the gradient flow of $\mathcal{F}^m$.

**Proposition 9.6.** If $(g(t), f(t))$ is a solution to the coupled modified Ricci flow (9.5), then

$$\frac{d}{dt} \mathcal{F}^m(g(t)) = 2 \int_M |R_{ij} + \nabla_i \nabla_j f|^2 d\omega.$$

9.4.1 Coupled Systems and the Ricci Flow. Remarkably the gradient flow (9.5) is (up to diffeomorphism) equivalent to Ricci flow. This is achieved simply by performing a time-dependent diffeomorphisms (similar to that seen in Section 9.5) that transforms the coupled modified system into the Ricci flow.

On an intuitive level, if the diffeomorphism is generated by flowing along the time-dependent vector field $V(t)$, then the new equations for $g$ and $f$ become $g_{ij} = -2(R_{ij} + \nabla_i \nabla_j f) + \mathcal{L}_V g$ and $f = -\Delta f - \text{Scal} + \mathcal{L}_V f$. Using

\[\frac{\partial}{\partial t} \log \frac{\omega_1}{\omega_2} = \frac{\partial \omega_1}{\partial t} \frac{1}{\omega_1} - \frac{\partial \omega_2}{\partial t} \frac{1}{\omega_2}.\]

Note that if $\omega_1(t)$ and $\omega_2(t)$ are time-dependent $n$-forms, then
these together with the fact that $\mathcal{L}_{\nabla f} g = 2\nabla^2 f$ and $\mathcal{L}_{\nabla f} f = |\nabla f|^2$. We consider following coupled Ricci flow:

$$\frac{\partial}{\partial t} g = -2\text{Ric} \quad (9.6a)$$
$$\frac{\partial f}{\partial t} = -\Delta f + |\nabla f|^2 - \text{Scal.} \quad (9.6b)$$

We get a solution to this system first by solving $\dot{g} = -2\text{Ric}$ forwards in time then by solving $\dot{f} = -\Delta f + |\nabla f|^2 - \text{Scal.}$ backwards in time. The rest of this section is devoted to confirming this intuition formally.

### 9.4.1.1 Converting the Gradient Flow to a Solution of the Ricci Flow.

Given a solution $(\bar{g}(t), \bar{f}(t))$ to the gradient flow (9.5), we show that there is a solution $(g(t), f(t))$ to the coupled Ricci flow (9.6) by flowing along the gradient of $\bar{f}$.

**Lemma 9.8.** Let $(\bar{g}(t), \bar{f}(t))$, $t \in [0, T]$, be a solution to the system (9.5). Define the one-parameter family of diffeomorphism $\Phi(t) \in \text{Diff}(M)$ by

$$\frac{d}{dt}\Phi(t) = \nabla_{\bar{g}(t)} \bar{f}(t), \quad \Phi(0) = \text{id}_M. \quad (9.7)$$

Then the pullback metric $g(t) = \Phi(t)^* \bar{g}(t)$ and dilaton $f(t) = \bar{f} \circ \Phi(t)$ satisfy the system (9.6).

**Proof.** By the theory of time-dependent ODE’s, (9.7) always has solution (cf. [Lee02, p. 451]). In which case

$$\frac{\partial}{\partial t} g = \frac{\partial}{\partial t} \left( \Phi^* \bar{g} \right) = \Phi^* \left( \frac{\partial \bar{g}}{\partial t} \right) + \Phi^* \left( \mathcal{L}_{\nabla_{\bar{g}} \bar{f}} \bar{g} \right) = -2\Phi^* \left( \text{Ric}(\bar{g}) \right) = -2\text{Ric}(g).$$

So we find that

---

7 To see this, we first observe:

**Proposition 9.7.** For any 1-form $\omega$ and $X, Y$ vector fields,

$$\left( \mathcal{L}_{\omega^*} g \right)(X, Y) = (\nabla \omega)(X, Y) + (\nabla \omega)(Y, X).$$

**Proof.** By compatibility of $g$, $X(g(\omega^2, Y)) = g(\nabla_X \omega^2, Y) + g(\omega^2, \nabla_X Y)$. Hence $g(\nabla_X \omega^2, Y) = X(\omega(Y)) - \omega(\nabla_X Y) = (\nabla \omega)(X, Y)$. However on the other hand, since $\nabla g = 0$, we have $\mathcal{L}_{\omega^*} g(X, Y) = g(\nabla_X \omega^2, Y) + g(X, \nabla_Y \omega^2)$. Thus when $\omega = (df)^2$ we have that $(\mathcal{L}_{\nabla f} g)(X, Y) = (\nabla X f)(X, Y) + (\nabla f)(Y, X) = 2\text{Hess}(f)(X, Y)$, since the Hessian is symmetric.

8 Note, if $\psi$ is a solution to the ODE: $\frac{\partial}{\partial t} \psi(x, t) = X(\psi(x, t), t)$. Then

$$\frac{\partial}{\partial t} \psi^* g = \frac{\partial g}{\partial t} + g(\nabla_i X, \partial_j) + g(\partial_i, \nabla_j X).$$
\[ \frac{\partial}{\partial t} f = \frac{\partial}{\partial t} (\tilde{f} \circ \Phi) = \frac{\partial \tilde{f}}{\partial t} \circ \Phi + \langle \nabla \tilde{f} \circ \Phi, \frac{\partial \Phi}{\partial t} \rangle \]
\[ = (- \tilde{\Delta} f - \text{Scal}) \circ \Phi + |\nabla \tilde{f} \circ \Phi|^2 \]
\[ = -\Delta f - \text{Scal} + |\nabla f|^2, \]

where \( \tilde{\Delta} \) and \( \nabla \) are with reference to \( \tilde{g}(t) \). \( \Box \)

### 9.4.1.2 Converting the Ricci Flow to a Solution of the Gradient Flow.

We now show the converse. Given a solution \((g(t), f(t))\) to the coupled Ricci flow (9.5), we show that there is a solution \((\tilde{g}(t), \tilde{f}(t))\) to the gradient flow (9.6) by flowing backwards along the gradient of \( f \). To do this, we need to solve a backwards heat equation for \( f \).

**Lemma 9.9.** Let \( g(t), t \in [0, T) \), be a solution of the Ricci flow and let \( f_T \) be an arbitrary function on \( M \).

1. Then there exists a unique solution to the backwards heat equation

   \[ \frac{\partial f}{\partial t} = -\Delta f + |\nabla f|^2 - \text{Scal}, \quad t \in [0, T] \quad (9.8a) \]
   \[ f(T) = f_T \quad (9.8b) \]

2. Furthermore, given a solution \( f(t) \) to (9.8), define the one-parameter family of diffeomorphism \( \Psi(t) \in \text{Diff}(M) \) by

   \[ \frac{d}{dt} \Psi(t) = -\nabla g(t) f(t), \quad \Psi(0) = \text{id}_M. \quad (9.9) \]

Then the pullback metric \( \tilde{g}(t) = \Psi^* g(t) \) and the pullback dilaton \( \tilde{f}(t) = f \circ \Psi(t) \) satisfy (9.5).

**Proof.** 1. Re-parametrise time by \( \tau = T - t \) and set \( u = e^{-f} \). Note that

   \[ \frac{\partial u}{\partial \tau} = -\frac{\partial u}{\partial t} = \frac{\partial f}{\partial t} u = (\Delta f + |\nabla f|^2 - \text{Scal})u \]
   \[ = \Delta u - \text{Scal} u, \]

and so \( u \) satisfies

   \[ \frac{\partial u}{\partial \tau} = \Delta u - \text{Scal} u. \]

As this is a linear parabolic equation (forwards) in time with initial data at \( \tau = 0 \), there exists a unique solution on \([0, T]\).

2. One can verify that \( \tilde{g} \) and \( \tilde{f} \) satisfy (9.5) by the same procedure as in Lemma 9.8 except that here we flow along \( -\nabla f \) rather than \( \nabla \tilde{f} \). \( \Box \)
9.4.2 Monotonicity of $F$ from the Monotonicity of $F^m$. The diffeomorphism invariance of all quantities under consideration implies the monotonicity formula for the Ricci flow:

**Proposition 9.10.** If $(g(t), f(t))$ is a solution to (9.6) on a closed manifold $M$, then

$$
\frac{d}{dt} F(g(t), f(t)) = 2 \int_M |R_{ij} + \nabla_i \nabla_j f|^2 e^{-f} d\mu.
$$

**Proof.** As $(g(t), f(t))$ is a solution to (9.6), Lemma 9.9 implies that $\bar{g}(t) = \Psi^*(t)g(t)$ and $\bar{f}(t) = f(t) \circ \Psi(t)$ are a solution to (9.5).

By Remark 9.3, $F$ is invariant under diffeomorphisms. Thus $F(g, f) = F(\bar{g}, \bar{f})$, and so $\frac{d}{dt} F(g, f) = \frac{d}{dt} F(\bar{g}, \bar{f})$. Moreover, by Proposition 9.6 we see that

$$
\frac{d}{dt} F(\bar{g}, \bar{f}) = 2 \int_M |R_{ij} + \nabla_i \nabla_j \bar{f}|^2 \bar{g} e^{-\bar{f}} d\mu(\bar{g})
$$

$$
= 2 \int_M |R_{ij} + \nabla_i \nabla_j f|^2 e^{-f} d\mu(g). \quad \square
$$
Chapter 10
The $\mathcal{W}$-Functional and Local Noncollapsing

The $\mathcal{F}$-functional provides a gradient flow formalism for the Ricci flow, discussed in Chapter 9. We hope to be able to use this to understand the singularities of Ricci flow, but the $\mathcal{F}$-functional is not yet enough to do this, because it does not behave well under the scaling transformations needed in the blow-up analysis. To overcome this, Perel’man introduced the $\mathcal{W}$-functional which includes a positive scale factor $\tau$. The advantage of this functional is that it can be related to aspects of the local geometry, in particular volume ratios of balls with radius on the order of $\sqrt{\tau}$. As discussed at the end of Chapter 8, the missing ingredient in the singularity analysis is a suitable lower bound on the injectivity radius on the scale determined by the curvature, and Perel’man was able to prove such a bound using the $\mathcal{W}$-functional. The injectivity estimate is proved here in Section 10.4.

10.1 Entropy $\mathcal{W}$-functional

On a closed $n$-dimensional manifold $M$, define Perel’man’s entropy $\mathcal{W}$-functional $\mathcal{W} : \mathfrak{M}et \times C^\infty(M) \times \mathbb{R}^+ \to \mathbb{R}$ by

$$\mathcal{W}(g, f, \tau) = \int_M (\tau (\text{Scal} + |\nabla f|^2) + f - n) u \, d\mu,$$  \hspace{1cm} (10.1)

where $u := (4\pi\tau)^{-\frac{n}{2}} e^{-f}$ and $\tau > 0$ is the scale parameter. By inspection we note that this is related to $\mathcal{F}$-functional by

$$\mathcal{W}(g, f, \tau) = \frac{1}{(4\pi\tau)^{n/2}} \left( \tau \mathcal{F}(g, f) + \int_M (f - n)e^{-f} d\mu \right).$$ \hspace{1cm} (10.2)

In a similar way to that of Chapter 9, we look to find a gradient flow for $\mathcal{W}$ that includes the Ricci flow which makes $\mathcal{W}$ monotone. With this, we prove the local noncollapsing result for the Ricci flow. Thereafter we prove the desired lower injectivity bounds.
Remark 10.1. Like \( \mathcal{F} \), the functional \( \mathcal{W} \) is diffeomorphism-invariant: If \( \Phi \in \text{Diff}(M) \) then \( \mathcal{W}(\Phi^*g, \Phi^*f, \tau) = \mathcal{W}(g, f, \tau) \), where \( \Phi^*g \) is the pullback metric and \( \Phi^*f = f \circ \Phi \). The scaling properties of \( \mathcal{W} \) are rather nicer than those of \( \mathcal{F} \): Under the scaling transformation \((g, f, \tau) \mapsto (cg, f, c\tau)\), we have \( \mathcal{W}(cg, f, c\tau) = \mathcal{W}(g, f, \tau) \).

**Proposition 10.2 (Variation of \( \mathcal{W} \)).** On a closed manifold \( M \), the variation of \( \mathcal{W} \) is equal to

\[
\delta_{(h, k, \zeta)} \mathcal{W}(g, f, \tau) = \int_M \left( \langle \text{Ric} + \text{Hess}(f), h \rangle - \frac{1}{2\tau} (g, -\tau h + \zeta g) \right) u \, d\mu \\
+ \int_M \tau \left( \frac{1}{2} \text{tr}_g h - k - \frac{n}{2\tau} \zeta \right) \left( \text{Scal} + 2\Delta f - |\nabla f|^2 + \frac{f - n - 1}{\tau} \right) u \, d\mu.
\]

**Proof.** We calculate the variation \( \delta_{(h, k, \zeta)} \mathcal{W}(g, f, \tau) \) of \( \mathcal{W} \) at \((g, f, \tau)\) in the direction \((h, k, \zeta)\) via a two step process. This is done by separating out the variation in the scale parameter so that

\[
\delta_{(h, k, \zeta)} \mathcal{W}(g, f, \tau) = \delta_{(h, k, 0)} \mathcal{W}(g, f, \tau) + \delta_{(0, 0, \zeta)} \mathcal{W}(g, f, \tau).
\]

Now to compute \( \delta_{(h, k, 0)} \mathcal{W}(g, f, \tau) \) with \( \tau \) fixed, we look to (10.2). By Proposition 9.4, we have that

\[
\delta_{(h, k, 0)} \left( \frac{\tau}{(4\pi\tau)^{n/2}} \mathcal{F}(g, f) \right)(g, f, \tau) = -\int_M \tau \langle \text{Ric} + \text{Hess}(f), h \rangle u \, d\mu \\
+ \int_M \tau \left( \frac{1}{2} \text{tr}_g h - k \right) \left( 2\Delta f - |\nabla f|^2 + \text{Scal} \right) u \, d\mu,
\]

and by direct computation

\[
\delta_{(h, k, 0)} \left( \frac{1}{(4\pi\tau)^{n/2}} \int_M (f - n)e^{-f} \, d\mu \right)(g, f, \tau) \\
= \int_M \left( k + \left( \frac{1}{2} \text{tr}_g h - k \right) (f - n) \right) u \, d\mu.
\]

To compute \( \delta_{(0, 0, \zeta)} \mathcal{W}(g, f, \tau) \) with \( g \) and \( f \) fixed, we see directly that

\[
\delta_{(0, 0, \zeta)} \mathcal{W}(g, f, \tau) = \int_M \left( \zeta (1 - \frac{n}{2}) \left( \text{Scal} + |\nabla f|^2 \right) - \frac{n\zeta}{2\tau} (f - n) \right) u \, d\mu.
\]

By combining all of the terms, we find that the variation of \( \mathcal{W} \) equals
\[ \delta_{(h,k,\zeta)} \mathcal{W}(g, f, \tau) = \int_M \left[ \langle \text{Ric} + \text{Hess}(f), -\tau h + \zeta g \rangle \\
+ \tau \left( \frac{1}{2} \text{tr}_g h - k \right) \left( 2\Delta f - |\nabla f|^2 + \text{Scal} + \frac{f - n}{\tau} \right) \\
+ k + \zeta (|\nabla f|^2 - \Delta f) - \frac{n\zeta}{2\tau} (f - n) - \frac{n\zeta}{2} \left( \text{Scal} + |\nabla f|^2 \right) \right] u \, d\mu. \]

Now absorb \(-\frac{n}{2\tau} \zeta \) into the first bracket of the terms on the second line to get

\[ \delta_{(h,k,\zeta)} \mathcal{W}(g, f, \tau) = \int_M \left[ \langle \text{Ric} + \text{Hess}(f), -\tau h + \zeta g \rangle \\
+ \tau \left( \frac{1}{2} \text{tr}_g h - k - \frac{n}{2\tau} \zeta \right) \left( \text{Scal} + 2\Delta f - |\nabla f|^2 + \frac{f - n}{\tau} \right) \\
+ k + (n - 1)\zeta (\Delta f - |\nabla f|^2) \right] u \, d\mu. \]

Also absorb \(-\frac{1}{2\tau} g \) into the angled bracket terms, together with the fact that \( \langle -\frac{1}{2\tau} g, -\tau h + \zeta g \rangle = \frac{1}{2} \text{tr}_g h - \frac{n}{2\tau} \zeta \), so that finally

\[ \delta_{(h,k,\zeta)} \mathcal{W}(g, f, \tau) = \int_M \left[ \langle \text{Ric} + \text{Hess}(f) - \frac{1}{2\tau} g, -\tau h + \zeta g \rangle \\
+ \tau \left( \frac{1}{2} \text{tr}_g h - k - \frac{n}{2\tau} \zeta \right) \left( \text{Scal} + 2\Delta f - |\nabla f|^2 + \frac{f - n - 1}{\tau} \right) \\
+ (n - 1)\zeta (\Delta f - |\nabla f|^2) \right] u \, d\mu. \]

The desired result now follows since the last term of the latter equation vanishes because \( \int_M (\Delta f - |\nabla f|^2) e^{-f} \, d\mu = \int_M \Delta e^{-f} \, d\mu = 0. \)

**Corollary 10.3 (Measure-preserving Variation of \( \mathcal{W} \)).** For variations \((h, k, \zeta)\) satisfying \( \delta_{(h,k,\zeta)} u \, d\mu(g, f, \tau) = 0 \), the variation

\[ \delta_{(h,k,\zeta)} \mathcal{W}(g, f, \tau) = \int_M \langle \text{Ric} + \text{Hess}(f) - \frac{1}{2\tau} g, -\tau h + \zeta g \rangle u \, d\mu. \]

### 10.2 Gradient Flow of \( \mathcal{W} \) and Monotonicity

In this section we want to formulate an appropriate gradient flow for \( \mathcal{W} \) that makes the functional monotone. Whereas in Section 9.4 it was possible to do this formally for the \( F \)-functional, here we derive the gradient flow for \( \mathcal{W} \) heuristically.

We do this first by fixing the measure \( dm = (4\pi \tau)^{-n/2} e^{-f} \, d\mu \) so that the variation \( \delta_{(h,k,\zeta)} dm(g, f, \tau) \) vanishes (i.e. \(-\frac{n}{2\tau} \zeta - k + \frac{1}{2} \text{tr}_g h = 0 \)). By solving this for \( f \) we find that

\[ f = \log \frac{d\mu}{dm} - \frac{n}{2} \log(4\pi \tau). \]
Now by taking the gradient flow for the metric $g_{ij}$ as done in (9.5), we obtain the following coupled gradient flow:

\begin{align}
\frac{\partial}{\partial t} g &= -2 (\text{Ric} + \text{Hess}(f)) \quad (10.3a) \\
\frac{\partial f}{\partial t} &= -\Delta f - \text{Scal} + \frac{n}{2\tau} \quad (10.3b) \\
\frac{d\tau}{dt} &= -1 \quad (10.3c)
\end{align}

where the last condition $\dot{\tau} = -1$ is imposed in order to ensure monotonicity, since

\begin{align*}
\frac{d}{dt} W &= \int_M (R_{ij} + \nabla_i \nabla_j f - \frac{1}{2\tau} g_{ij})( -\dot{\tau} \dot{g}_{ij} + \dot{\tau} g_{ij}) dm \\
&= 2\tau \int_M |R_{ij} + \nabla_i \nabla_j f - \frac{1}{2\tau} g_{ij}|^2 dm
\end{align*}

whenever $dm = u d\mu$ is fixed, $\dot{g}_{ij} = -2 (R_{ij} + \nabla_i \nabla_j f)$ and $\dot{\tau} = -1$.

By performing the same diffeomorphism change that was outlined in Section 9.4.1 we obtain the following coupled system of equations:

\begin{align}
\frac{\partial}{\partial t} g &= -2\text{Ric} \\
\frac{\partial f}{\partial t} &= -\Delta f + |\nabla f|^2 - \text{Scal} + \frac{n}{2\tau} \\
\frac{d\tau}{dt} &= -1
\end{align}

which includes the Ricci flow. It now follows, by a similar argument to that of Section 9.4.2, that we have the following monotonicity result for the $W$-functional:

**Proposition 10.4.** If $(g(t), f(t), \tau(t))$ be a solution to the coupled system (10.4) on a closed manifold $M$, then

\begin{equation}
\frac{d}{dt} W(g(t), f(t), \tau(t)) = \int_M 2\tau \left| \text{Ric} + \text{Hess}(f) - \frac{1}{2\tau} g \right|^2 u d\mu. \quad (10.5)
\end{equation}

**10.2.1 Monotonicity of $W$ from a Pointwise Estimate.** We note that there is an alternative approach to proving the entropy monotonicity of $W$ based on the conjugate heat operator.

By defining the heat operator $\Box = \frac{\partial}{\partial t} - \Delta$ acting on $C^\infty(M \times [0, T])$ we see, by evaluating $\frac{d}{dt} \int vw$, that the conjugate heat operator $\Box^* = -\frac{\partial}{\partial t} - \Delta + \text{Scal}$ is conjugate to $\Box$ in the following sense.

**Lemma 10.5.** If $g(t), t \in [0, T]$ is a solution to the Ricci flow and $v, w \in C^\infty(M \times [0, T])$, then
Now by defining
\[ w := \left( \tau (R + 2\Delta f - |\nabla f|^2) + f - n \right) u \]
so that
\[ \mathcal{W} = \int_M w \, d\mu, \]
as \[ \int_M (\Delta f - |\nabla f|^2) u \, d\mu = \int_M \Delta u \, d\mu = 0, \]
we see that the monotonicity of \( \mathcal{W} \) follows immediately from the following proposition since
\[ \frac{d}{dt} \mathcal{W} = \frac{d}{dt} \int_M w \, d\mu = -\int_M \Box^* w \, d\mu \]
by Lemma 10.5 with \( v = 1 \).

**Proposition 10.6** ([Per02 Proposition 9.1], [Top06 p. 77]). Suppose \((g, f, \tau)\) evolve according to (10.4). Then the function \( w \) satisfies
\[ \Box^* w = -2\tau \left| \text{Ric} + \text{Hess}(f) - \frac{1}{2\tau} g \right|^2 u. \]

### 10.3 \( \mu \)-Functional

We now look at the functional \( \mu : \mathfrak{M} \times \mathbb{R}^+ \to \mathbb{R} \) defined by
\[ \mu(g, \tau) = \inf \{ \mathcal{W}(g, f, \tau) : f \in C^\infty(M) \text{ compatible with } g \text{ and } \tau \}, \]
where we say that the tuple \((g, f, \tau)\) is *compatible* if
\[ (4\pi\tau)^{-\frac{n}{2}} \int_M e^{-f} \, d\mu = \int_M u \, d\mu = 1. \]

As we shall see, the functional \( \mu \) plays an important role in proving the local noncollapsing result of the next section. Although before we can do so, we need to check that \( \mu \) is monotone and bounded from below, and that the infimum is attained.

**Remark 10.7.** \( \mu \) is a homogeneous function of degree 0, i.e. \( \mu(cg, c\tau) = \mu(g, \tau) \) for any scalar \( c \), and has the diffeomorphism invariance property: \( \mu(\Phi^* g, \tau) = \mu(g, \tau) \) for any \( \Phi \in \text{Diff}(M) \), inherited from \( \mathcal{W} \).

**Proposition 10.8 (\( \mu \) is Bounded Below).** For any given \( g \) and \( \tau > 0 \) on a closed manifold \( M \), there exists \( c \in \mathbb{R} \) such that \( \mathcal{W}(g, f, \tau) \geq c \) for all compatible \( f \in C^\infty(M) \). Consequently \( \mu(g, \tau) \geq c \).
Proof. By our scaling property $\mu(g, 1) = \mu(\tau g, \tau)$, so without loss of generality let $\tau = 1$.

Let $w = \sqrt{u} = (4\pi)^{-n/4} e^{-f/2} > 0$ with $\int w^2 d\mu = 1$. From this we find that $f = -2 \log w - \frac{n}{2} \log 4\pi$ and $\nabla f = -2 \nabla w / w$. Hence we can write $\mathcal{W}(g, f, 1)$ in terms of $w$:

$$\mathcal{W}(g, f, 1) = \int_M \left( 4|\nabla w|^2 + (\text{Scal} - 2 \log w - \frac{n}{2} \log 4\pi - n) w^2 \right) d\mu =: \mathcal{H}(g, w). \quad (10.6)$$

Since $M$ is closed, $\text{Scal} - n - \frac{n}{2} \log 4\pi \geq \inf_{x \in M} \text{Scal} - n - \frac{n}{2} \log 4\pi > C > -\infty$. So the only problem term is the $w^2 \log w$ one. Fortunately, the Log Sobolev inequality allows this to be bounded by a Dirichlet type term. It is typically stated (for instance see [CLN06, p. 184]) as follows.

**Lemma 10.9 (Log Sobolev Inequality on a Manifold).** Let $(M, g)$ be closed Riemannian manifold. For any $a > 0$ there exists a constant $C(a, g)$ such that if $\varphi > 0$ satisfies $\int_M \varphi^2 d\mu = 1$, then

$$\int_M \varphi^2 \log \varphi d\mu \leq a \int_M |\nabla \varphi|^2 d\mu + C(a, g).$$

From the Lemma we finally get

$$\mathcal{H}(g, w) \geq 2 \int_M |\nabla w|^2 d\mu + C - C(1, g) \geq C - C(1, g). \quad (10.7)$$

□

**Proposition 10.10 (Existence of a Smooth Minimiser).** For any smooth metric $g$ on a closed $M$ with $\tau > 0$, the infimum of $\mathcal{W}$ over all compatible $f$ is attained by a smooth compatible minimiser $f_\infty$.

Proof. Once again, without loss of generality, let $\tau = 1$ and define $\mathcal{H}(g, w)$ as in (10.6) above. We will use direct methods in the calculus of variations to show that $\mathcal{H}$ has a minimizer. From the estimate (10.7), any minimizing sequence $\{w_k\}$ of compatible functions for $\mathcal{H}(g, \cdot)$ (that is, functions which are positive and satisfy $\int_M w_k^2 d\mu = 1$) has bounded Dirichlet energy, and there exists a subsequence with a weak limit $w$ in $W^{1,2}$. Since the Dirichlet energy is weakly lower semicontinuous (see [Dac04, p. 82]), we have

$$\int |\nabla w|^2 \leq \liminf_{k \to \infty} \int |\nabla w_k|^2.$$ By the Rellich compactness theorem, the sequence also converges in $L^p$ for $p < \frac{2n}{n-2}$, so $\int w^2 = 1$, and $\int \text{Scal} w_k^2$ converges to $\int \text{Scal} w^2$.

1 If $\Omega \subset \mathbb{R}^n$ is a regular bounded domain with $1 \leq p < n$ and $1 \leq q < p^*$, the bounded sets on $W^{1,p}(\Omega)$ are precompact in $L^{q}(\Omega)$. In particular, if $(u_k)$ is a sequence of functions in $W^{1,p}(\Omega)$ such that $\|u_k\|_{W^{1,p}} \leq C$, where $C$ is independent of $k$, then there is a subsequence of $(u_k)$ which converges in $L^{q}(\Omega)$ (cf. [Eva98, p. 272] or [Jos08, p. 549]).
We want to show that the term involving the integral of \( w^2 \log w \) in the definition of \( \mathcal{H} \) also converges. To see this, set \( \rho = w^2 \log w \), and note that
\[
\nabla \rho = (2w \log w + w) \nabla w.
\]
Since \( |w \log w| \leq c_1 + c_2 w^{1+\varepsilon/2} \) for any \( \varepsilon > 0 \), we find that
\[
\int |\nabla \rho| \leq \int |(w + 2w \log w) \nabla w| \\
\leq \left( \int 2c_1 + w^2 \right)^{\frac{1}{2}} \left( \int |\nabla w|^2 \right)^{\frac{1}{2}} + 2c_2 \left( \int |w|^{2+\varepsilon} \right)^{\frac{1}{2}} \left( \int |\nabla w|^2 \right)^{\frac{1}{2}}.
\]
Trivially \( \left( \int |\nabla w|^2 \right)^{1/2} \) is bounded by \( \|w\|_{W^{1,2}} \) and using Sobolev inequalities\(^2\) one can show the other terms are also bounded by \( \|w\|_{W^{1,2}} \) as well.

Using the Rellich compactness theorem again, we have that the sequence \( \rho_k \) is precompact in \( L^1 \), so passing to a subsequence we have \( \int \rho_k \rightarrow \int \rho \). It follows that \( \mathcal{H}(w) \leq \lim_{n \rightarrow \infty} \mathcal{H}(w_k) = \inf \mathcal{H} \), so the limit \( w \) is a minimizer of \( \mathcal{H} \) and is compatible. Hence by definition we have \( \mathcal{H}(g, w) = \mu(g, 1) \).

The limit \( w \) is clearly non-negative. The first variation formula shows that it is a weak solution of the Euler-Lagrange equation for \( \mathcal{H} \), which is the elliptic equation \( \Delta w + (2 \log w + n + \frac{\alpha}{2} \log 4\pi - \text{Scal} + \mu)w/4 = 0 \). We wish to prove that \( w \) is smooth and positive, using techniques from PDE theory. This is slightly subtle due to the presence of the logarithmic nonlinearity.

We first show that \( w \) has continuous derivatives up to second order: Since \( |w \log w| \leq C(\varepsilon) + \varepsilon w^{1+\varepsilon} \), and \( w \in L^{\frac{2n}{n-2}} \) (for \( n > 2 \)), we have that \( w \log w \in L^p \) for any \( p < \frac{2n}{n-2} \). But then \( L^p \) estimates (such as \([\text{GT}83, \text{Theorem 9.11}]\)) imply that \( w \in W^{2,p} \), and hence \( w \in L^q \) for any \( q < \frac{2n}{n-6} \) (or \( w \in L^\infty \) if \( n < 6 \)). But then \( L^p \) estimates imply \( w \in W^{2,q} \), so that \( w \in L^q \) for \( q < \frac{2n}{n-10} \) (or \( w \in L^\infty \) if \( n < 10 \)). Continuing in this way, we find that \( w \in L^\infty \) for \( n < 2 + 4k \) after \( k \) iterations. In fact we have more, since if \( k \) is large enough so that \( n < 2 + 4k \), then we have \( w \in W^{2,q} \) for \( q > n/2 \), which implies that \( w \in C^{0,\alpha} \) by the Sobolev embedding theorem \([\text{GT}83, \text{Corollary 7.11}]\).

We now show that \( w \log w \) is in \( C^{0,\beta} \) for any \( \beta < \alpha \): Since \( 0 \leq w \leq K \) for some \( K \), we have for any \( \varepsilon > 0 \) a constant \( C(\varepsilon) \) such that \( |\log w| \leq C(\varepsilon) + w^{-\varepsilon} \). But then we have (writing \( w_s = (1-s)w(x) = sw(y) \) and assuming \( w(y) > w(x) \)) that
\[
|(w \log w)(x) - (w \log w)(y)| = \left| \int_0^1 (1 + \log w_s) ds(w(y) - w(x)) \right| \\
\leq \int_0^1 (C(\varepsilon) + w_s^{-\varepsilon}) ds(w(y) - w(x)) \\
= C(\varepsilon)|w(y) - w(x)| + \frac{1}{1 - \varepsilon} |w(y)^{1-\varepsilon} - w(x)^{1-\varepsilon}|.
\]

\(^2\) That is, \( \|w\|_{L^p} \leq C \|w\|_{W^{1,p}} \) for any \( p^* = np/(n-p) \) and \( 1 \leq p < n \) (cf. \([\text{Eva}98, \text{p. 265}]\)).
But now we observe that
\[ w(y)^{1-\varepsilon} - w(x)^{1-\varepsilon} = (1 - \varepsilon) \int_0^1 w_y^{-\varepsilon} ds(w(y) - w(x)), \]
so we have (since \( w \) is Hölder continuous with exponent \( \alpha \)) that
\[ |(w \log w)(x) - (w \log w)(y)| \leq C(\varepsilon) |w(y) - w(x)| + \frac{1}{1-\varepsilon} |w(y) - w(x)|^{1-\varepsilon} \]
\[ \leq C d(y, x)^{\alpha(1-\varepsilon)}. \]

Thus \( w \log w \) is Hölder continuous with exponent \( \alpha(1-\varepsilon) \), for any \( \varepsilon > 0 \), as claimed. Schauder estimates [GT83, Theorem 6.2] then imply that \( w \in C^{2,\beta} \). In particular \( w \) is a classical solution of the equation.

A strong maximum principle (precisely, one such as is proved in [Váz84, Theorem 1]) implies that \( w \) has a positive bound below, so that \( w \log w \) is a smooth function of \( w \), and so is \( C^{2,\beta} \). Higher regularity now follows by Schauder estimates, so \( w \in C^\infty(M) \).

\[ \square \]

**Proposition 10.11 (Monotonicity of \( \mu \)).** If \((g(t), \tau(t))\), for \( t \in [0,T) \), is a solution to
\[
\begin{align*}
\frac{\partial g}{\partial t} &= -2\text{Ric} \\
\frac{\partial \tau}{\partial t} &= -1
\end{align*}
\]
on a closed manifold \( M \) with \( \tau(t) > 0 \). Then
\[ \mu(g(t_2), \tau(t_2)) \leq \mu(g(t_1), \tau(t_1)) \]
for all times \( 0 \leq t_1 \leq t_2 \leq T \).

**Proof.** For any \( t_0 \in (0,T] \), let \( f \) solve (10.4) backwards in time on \([0,t_0]\) with
\[ f|_{t=t_0} = \arg \min \{ \mathcal{W}(g(t_0), \hat{f}, \tau(t_0)) : \hat{f} \in C^\infty(M) \text{ compatible with } g \text{ and } \tau \}. \]

By Proposition 10.4 the monotonicity of \( \mathcal{W} \) implies that
\[ \frac{d}{dt} \mathcal{W}(g(t), f(t), \tau(t)) \geq 0, \]
for all \( t \in [0,t_0] \). We note that compatibility is preserved by the flow (10.4) since
\[
\frac{d}{dt} \int_M (4\pi \tau)^{-n/2} e^{-f} d\mu = \int \left( \frac{n}{2\tau} \frac{\partial f}{\partial t} + \frac{1}{2} \mathrm{tr}_g \frac{\partial g}{\partial t} \right) u d\mu \\
= \int \left( \frac{\partial u}{\partial t} - \text{Scal} u \right) d\mu \\
= \int (\Box u - \Delta u) d\mu = 0.
\]

Hence for all times \( t \) we have that
\[
\mu(g(t), \tau(t)) \leq \mathcal{W}(g(t), f(t), \tau(t)) \\
\leq \mathcal{W}(g(t_0), f(t_0), \tau(t_0)) \\
= \mu(g(t_0), \tau(t_0))
\]
where the last equality is by construction. \( \square \)

In particular, by letting \( \tau(s) = -s + r^2 + t_2 \), where \( t_1 = 0 \) and \( t_2 = t \) we get the following useful inequality.

**Corollary 10.12.** If \( g(t), t \in [0, T) \), is solution to the Ricci flow on a closed manifold \( M \). Then for all \( t \in [0, T) \) and \( r > 0 \) we have
\[
\mu(g(0), r^2 + t) \leq \mu(g(t), r^2). \tag{10.8}
\]

### 10.4 Local Noncollapsing Theorem

In order to prove the desired injectivity bounds, it is enough to work with volume ratios. This is both analytically convenient and necessary since it is rather difficult to work with the injectivity radius directly. We show that there exists a lower bounds on the volume collapsing ratio under the Ricci flow by establishing an upper bound on \( \mu \) in terms of various local geometric quantities. From this we prove a stronger version of Perelman’s ‘local noncollapsing’ result \cite{Per02, Sect. 4} where only a pointwise bounds on the scalar curvature \( \text{Scal} \) is required rather than the full curvature tensor \( R \).

**Proposition 10.13 (\cite{Top05}).** Let \( (M, g) \) be a closed Riemannian manifold. Then for any point \( p \) and \( r > 0 \) we have
\[
\mu(g, r^2) \leq \log \frac{\text{Vol} B(p, r)}{r^n} + \left( 36 + r^2 \int_{B(p, r)} |\text{Scal}| d\mu \right) \frac{\text{Vol} B(p, r)}{\text{Vol} B(p, r/2)}. \tag{10.9}
\]

**Remark 10.14.** Note that the first term on the right-hand side of the inequality is the desired volume ratio. We shall look to bound the other terms under reasonable conditions on the initial data.

**Proof.** Choose \( \tau = r^2 \) and let \( w = \sqrt{u} \) so that \( \int w^2 d\mu = 1 \). Note that this implies that \( f = -2 \log w - \frac{n}{2} \log(4\pi r^2) \) and \( \nabla f = -2\nabla w/w \). By taking the infimum over all \( f \in C^\infty(M) \) compatible with \( g \) and \( \tau \), we get
\[
\mu(g, r^2) \leq \int_M \left( r^2 (\text{Scal} \, w^2 + 4|\nabla w|^2) + f - n \right) w^2 d\mu.
\]  
(10.10)

We now make a judicious choice of compatible \( f \) so that the right-hand side of (10.10) reflects the local geometry at a point \( p \) with respect to the metric \( g \). In particular let

\[
f(x) = c - \log \left( \frac{d_g(x, p)}{r} \right)^2
\]

or alternatively

\[
w(x)^2 = (4\pi r^2)^{-n/2} \phi \left( \frac{d_g(x, p)}{r} \right)^2 e^{-c}
\]

where \( c = c(n, g, x, r) \) is chosen so that \( \int w^2 d\mu = 1 \), \( d_g(x, p) \) is the distance between \( x \) and \( p \) with respect to the metric \( g \), and \( \phi : [0, \infty) \to [0, 1] \) is the smooth cut-off function distributed so that \( \phi(y) = 1 \) for \( y \in [0, 1/2] \); \( \phi(y) = 0 \) for \( y \in [1, \infty) \) with a slope chosen so that \( |\phi'| \leq 3 \) for \( 1/2 \leq y \leq 1 \).

**Claim.** The constant \( c \) satisfies the following inequality:

\[
\frac{1}{\text{Vol } B(p, r)} \leq (4\pi r^2)^{-n/2} e^{-c} \leq \frac{1}{\text{Vol } B(p, r/2)}.
\]  
(10.11)

**Proof of Claim.** As \( |\phi| \leq 1 \) and \( \text{supp } w \subset B(p, r) \), then

\[
1 = \int w^2 d\mu \leq (4\pi r^2)^{-n/2} e^{-c} \text{Vol } B(p, r).
\]

Furthermore, as \( \phi(y) = 1 \) for \( 0 \leq y \leq 1/2 \) we get

\[
\int_M w^2 d\mu \geq \int_{B(p, r/2)} w^2 d\mu = (4\pi r^2)^{-n/2} e^{-c} \text{Vol } B(p, r/2).
\]

We now estimate each of the terms in (10.10) separately.

**Term 1.** By letting \( \psi(x) = \phi(d_g(x, p)/r) \) we note that \( |\nabla \psi| \leq \frac{1}{r} \sup |\phi'| \leq 3/r \) and as the gradient of \( \psi \) is supported on \( B(p, r)/B(p, r/2) \) we have by (10.11) that

\[
4r^2 \int_M |\nabla w|^2 d\mu = 4r^2 \int_M (4\pi r^2)^{-n/2} e^{-c} |\nabla \psi|^2 d\mu
\leq \frac{4r^2}{\text{Vol } B(p, r/2)} \int_M |\nabla \psi|^2 d\mu
\leq 36 \frac{\text{Vol } B(p, r)}{\text{Vol } B(p, r/2)}.
\]

**Term 2.** As \( \phi \equiv 0 \) outside \( B(p, r) \) then (10.11) implies that
\[ r^2 \int_M \text{Scal} \, w^2 \, d\mu = r^2 \int_M \text{Scal} (4\pi r^2)^{-n/2} e^{-c \psi^2} \, d\mu \leq \frac{r^2}{\text{Vol} B(p, r)} \int_{B(p, r)} |\text{Scal}| \, d\mu. \]

Term 3. As the support \( \text{supp} \, w \subset B(p, r) \) and \( \log(4\pi r^2) - n/2 < 0 \) we have that
\[
\int_M f w^2 \, d\mu = \int_M (-\frac{n}{2} \log(4\pi r^2) - \log w^2) w^2 \, d\mu = \log(4\pi) - n/2 \int_M w^2 \, d\mu - \int_M \log w^2 \, d\mu \\
= \log(4\pi)^{-n/2} + \log r^{-n} - \int_{B(p, r)} w^2 \log^2 d\mu \\
\leq \log r^{-n} + \log \text{Vol} B(p, r)
\]

where the last line follows from Jensen’s inequality. \( \square \)

Motivated by the right-hand side of (10.9), we define
\[
\nu_r(g) = \inf_{\tau \in (0, r^2]} \mu(g, \tau) \\
M_R(p, r) = \sup_{0 < s \leq r} s^2 \int_{B(p, s)} |\text{Scal}| \, d\mu.
\]

So by (10.9) we have that
\[
\frac{\text{Vol} B(p, s)}{s^n} \geq e^{\mu(g, s^2)} \exp \left(- (36 + M_R(p, s)) \frac{\text{Vol} B(p, s)}{\text{Vol} B(p, s/2)} \right). \quad (10.12)
\]

Remark 10.15. Since \( s^2 \int_{B(p, s)} |\text{Scal}| \, d\mu \to 0 \) as \( s \to 0 \), the quantity \( M_R \) is a well defined finite number for all \( r > 0 \). Trivially, if \( r_1 \leq r_2 \) we get \( M_R(p, r_1) \leq M_R(p, r_2) \).

We now look to bound the volume ratios by \( \nu_r \) and \( M_R \).

**Corollary 10.16.** If \((M, g)\) is a closed manifold and \(0 < s \leq r\) then
\[
\frac{\text{Vol} B(p, s)}{s^n} \geq e^{\nu_r(g)} \exp \left(- 3^n (36 + M_R(p, r)) \right).
\]

\(^3\) Which states that if on a manifold \( N \), \( \varphi \) is a convex function on \( \mathbb{R} \) and \( v \in L^1(N) \) then
\[
\int_N \varphi \circ v \, d\mu \geq \varphi \left( \int_N v \, d\mu \right).
\]

In particular, if \( \varphi(x) = x \log x \) and \( v \geq 0 \) with \( \int_N v \, d\mu = 1 \) then
\[
\int_N v \log v \, d\mu \geq - \log \text{Vol} N.
\]
**Proof.** Firstly if \( \frac{\text{Vol}(B(p,s))}{\text{Vol}(B(p,s/2))} \leq 3^n \), that is if at the point \( p \) the volume doubling property holds at scale \( s \). Then by (10.12) and \( \nu_r(g) \leq \mu(g,s^2) \), the desired estimate follows.

Now suppose \( \frac{\text{Vol}(B(p,s))}{\text{Vol}(B(p,s/2))} \geq 3^n \), then it is clear that \( \text{Vol}(B(p,s/2^k)) \text{Vol}(B(p,s/2^{k+1}) \to 2^n \) as \( k \to \infty \). So there is a \( k > 0 \) such that \( \text{Vol}(B(p,s/2^k)) \text{Vol}(B(p,s/2^{k+1}) \leq 3^n \). However \( \text{Vol}(B(p,s/2^k)) \text{Vol}(B(p,s/2^{k+1}) \geq 3^n \) for all \( 0 \leq i < k \) (i.e. it is the first such \( k \) where ratio below \( 3^n \)). Now using Proposition 10.13 with radius of \( \frac{s}{2^k} \) we find that

\[
\mu(g,(s/2^k)^2) \leq \log \frac{\text{Vol}(B(p,s/2^k))}{(\frac{s}{2^k})^n} + 3^n(36 + M_R(p,s/2^k)).
\]

Hence we find that

\[
\frac{\text{Vol}(B(p,s))}{s^n} \geq \left( \frac{3}{2} \right)^n \frac{\text{Vol}(B(p,s/2))}{(\frac{s}{2})^n} \geq \left( \frac{3}{2} \right)^{nk} \frac{\text{Vol}(B(p,s/2^k))}{(\frac{s}{2^k})^n} \geq \left( \frac{3}{2} \right)^{nk} e^{\nu_r(g)} e^{-3^n(36 + M_R(p,r))}
\]

from which the result now follows. \( \square \)

**Corollary 10.17.** Let \((M,g)\) be a closed manifold with \( 0 < s \leq r \). If \( \text{Scal} \leq K(n)r^{-2} \) in \( B(p,r) \), then \( M_R(p,r) \leq K(n) \) so that

\[
\frac{\text{Vol}(B(p,s))}{s^n} \geq e^{\nu_r(g)} \exp \left(-3^n(36 + K(n))\right). \tag{10.13}
\]

We are now in a position to prove the following local noncollapsing theorem:

**Theorem 10.18 (Local Noncollapsing).** Let \((M,g(t))\), for \( t \in [0,T) \), be a solution to the Ricci flow on a closed manifold with \( T < \infty \) and let \( \rho \in (0,\infty) \). There exists a constant \( \kappa = \kappa(n,g(0),T,\rho) > 0 \) such that for \( p \in M \), \( t \in [0,T) \) and \( r \in (0,\rho] \) with

\[
\text{Scal} \leq \frac{1}{r^2}
\]

in \( B_{g(t)}(p,r) \), the volume ratio

4 This is intuitively clear since small balls will, up to first order, have volumes close to that of balls of \( \mathbb{R}^n \) (cf. Theorem 1.65).
Local Noncollapsing Theorem 10.4.1

Local Noncollapsing Implies Injectivity Radius Bounds.

From Theorem 10.18 we can now deduce a positive lower bound on the injectivity radius. This will complete our discussion on the blowing up at singularities that started in Section 8.5 of Chapter 8. The main theorem is the following:

**Theorem 10.19.** There exists $\rho > 0$ and $K = K(n) > 0$ such that if $(M, g)$ is a closed Riemannian manifold satisfying $|R| \leq 1$ then there exists $p \in M$ such that

$$\frac{\text{Vol}_g B_g(p, r)}{r^n} \leq \frac{K}{r} \text{inj}(M)$$

for all $r \in (0, \rho]$. □

5 In the work of Perelman [Per02] this point was considered too obvious to warrant mention. Indeed the idea is rather standard in comparison geometry: For example, predecessors to Hamilton’s compactness theorem, such as the results of Greene-Wu [GW88] and Peters [Pet87], had no explicit assumption on injectivity radius, instead assuming an upper bound on diameter and a lower bound on volume. They then inferred a lower bound on injectivity radius from a result of Cheeger [Che70, Corollary 2.2], which is similar to the above result but somewhat trickier since it uses a global rather than local lower bound on volume. Here we present an argument similar to that in [Top05, Lemma 8.4.1], which is itself an adaptation of the original argument of Cheeger (see also [HK78], where a similar result is proved by a quite different argument). We give a sketch of the main argument only.

We need only consider the case where the injectivity radius is small (on the scale of the curvature), since otherwise there is nothing to prove. In such a setting one can apply the following lemma of Klingenberg:

**Lemma 10.20.** If $M$ is a compact Riemannian manifold with sectional curvature satisfying $\text{sect}(M) \leq 1$ and $\text{inj}(M) \leq \pi$ then there exists a closed unit speed geodesic $\gamma : \mathbb{R}/(\lambda \mathbb{Z}) \to M$ with $\lambda = 2 \text{inj}(M)$.

Recall that the injectivity radius $\text{inj}(p)$ of a point $p$ is defined to be the supremum of all $r > 0$ such that $\exp_p$ is an embedding when restricted to $B_r(0)$ (i.e. $\text{inj}(p) = \sup\{r > 0 : \exp_p \text{ is defined on } d_r(0) \subset T_p M \text{ and is injective}\}$), and that the injectivity radius of a Riemannian manifold $M$ is $\text{inj}(M) = \inf_{p \in M} \text{inj}(p)$. 

Proof. By (10.8) we have

$$\nu \sqrt{\rho^2 + T(g(0))} \leq \nu_r(g(t))$$

for $r \in (0, \rho]$ and $t \in [0, T)$. So by (10.13) the result follows. □
Now we show that for any point \( p \) in \( \gamma \), the volume of \( B(p, r) \) is small if the injectivity radius is small. We observe that \( \text{Vol} B(p, r) \leq \text{Vol} B(\gamma, r) \), where \( B(\gamma, r) = \{ q \in M : d(q, \gamma(s)) \leq r \text{ for some } s \} \). Now any point \( q \in B(\gamma, r) \) can be reached by following a geodesic from a point of \( \gamma \) in an orthogonal direction for a distance at most \( r \) (see Figure 10.1). Let \( \{ E_1(s), \ldots, E_{n-1}(s), E_n(s) = \gamma'(s) \} \) be an orthonormal frame for \( T_{\gamma(s)}M \) obtained by parallel transport, for \( 0 \leq s < \lambda \). Then define \( f : [0, \lambda] \times B^{n-1}_r(0) \rightarrow M \) by

\[
 f(s, V^1, \ldots, V^{n-1}) = \exp_{\gamma(s)} \left( \sum_{i=1}^{n-1} V^i E_i(s) \right).
\]

That is, \( f(s, V) \) is obtained by following the geodesic from \( \gamma(s) \) in direction \( V^i E_i(s) \) orthogonal to \( \gamma'(s) \) for time 1, and so travelling distance less than \( r \). The map \( f \) is a smooth, so we can write by the change of variables formula

\[
 \text{Vol} B(\gamma, r) \leq \int_{[0,\lambda] \times B^{n-1}_r(0)} | \det Df |.
\]

The Jacobian \( Df \) can be expressed in terms of Jacobi fields, the behaviour of which is controlled once curvature is controlled.\(^6\) In particular, for \( r \) small compared to 1 we have \( | \det Df | \) comparable to 1, so the right-hand side is comparable to \( \lambda \text{Vol}(B^{n-1}_r(0)) = c_n \lambda r^{n-1} \). Dividing through by \( r^n \) implies that \( \text{Vol} B(p, r)/r^n \leq C_n \lambda/r \), for some \( C_n > 0 \), which gives the result.

![Fig. 10.1 Points within distance \( r \) of \( \gamma \) are obtained by following orthogonal geodesics from \( \gamma \) for distance at most \( r \).](image)

### 10.5 The Blow-Up of Singularities and Local Noncollapsing

We are now in a position to complete the blow-up of singularities result by using the local noncollapsing theorem to obtain the desired injectivity bound discussed in Section 8.5. We follow a similar discussion presented in \[Top05\] Section 8.5.

As before, suppose there is a solution \( (M, g(t)) \) of the Ricci flow on a maximal time interval \( t \in [0, T) \) with \( T < \infty \). By Theorem 7.4 there exists

\(^6\) The estimate required is provided by the Rauch comparison theorem, see for example \[dC92\] Theorem 2.3.
points \( O_i \in M \) and times \( t_i \uparrow T \) such that

\[
|R|(O_i, t_i) = \sup_{M \times [0, t_i]} |R|(x, t).
\]

With this sequence, define the blow-up metrics

\[
g_i(t) = Q_i g(t_i + Q_i^{-1} t),
\]

where \( Q_i = |R|(O_i, t_i) \). As discussed in Section 8.5, for all \( a < 0 \) and some \( b = b(n) > 0 \), the curvature of \( g_i \) is bounded. In particular,

\[
\sup_{M \times (a, b)} |\text{Scal}(g_i(t))| < C
\]

for sufficiently large \( i = i(a) \) and some constant \( C = C(n) < \infty \). Now if \( 0 < r < 1/\sqrt{C} \), then \( |\text{Scal}(g_i(0))| \leq r^{-2} \). So if \( 0 < r \leq 1/\sqrt{CQ_i} \), then \( |\text{Scal}(g(t_i))| \leq r^{-2} \).

By Theorem 10.18 for all \( p \in M \), \( 0 < r \leq 1/\sqrt{CQ_i} \) and sufficiently large \( i \), there is a lower bound

\[
\frac{\text{Vol \, } B_{g(t_i)}(p, r)}{r^n} > \kappa
\]

where \( \kappa = \kappa(n, g(0), T) > 0 \). Returning to the blow-up flows \( g_i \), we find for all \( p \in M \) that

\[
\frac{\text{Vol \, } B_{g_i(0)}(p, r)}{r^n} > \kappa
\]

for all \( 0 < r \leq 1/\sqrt{C} \). So by Theorem 10.19 fix \( r = \min\left\{ \frac{1}{\sqrt{C}}, \rho \right\} > 0 \) so that

\[
\text{inj}(M, g_i(0)) \geq \frac{r}{K} \frac{\text{Vol \, } B_{g_i(0)}(p, r)}{r^n} > \frac{\kappa}{K} r > 0.
\]

In particular \( \kappa r/K \) is a positive bound depending only on \( n, g(0) \) and \( T \). Therefore the compactness theorem (i.e. Theorem 8.10) gives the following:

**Theorem 10.21 (Blow-up of Singularities).** Suppose \( (M, g(t)) \) is a solution to the Ricci flow on a maximal time interval \( [0, T) \) with finite final time \( T < \infty \). Then there exist sequences \( O_i \in M \) and \( t_i \uparrow T \) with

\[
|R|(O_i, t_i) = \sup_{M \times [0, t_i]} |R|(x, t) \to \infty
\]

such that by defining \( g_i(t) := Q_i g(t_i + Q_i^{-1} t) \), where \( Q_i = |R|(O_i, t_i) \), there exists \( b = b(n) > 0 \) and a complete Ricci flow \( (M_\infty, g_\infty(t)) \), for \( t \in (-\infty, b) \), and a point \( O_\infty \) such that

\[(M, g_i(t), O_i) \longrightarrow (M_\infty, g_\infty(t), O_\infty)\]
as \( i \to \infty \). Moreover \( |R(g_\infty(0))|(O_\infty) = 1 \) \( and \ |R(g_\infty(t))| \leq 1 \ for \ t \leq 0 \).

## 10.6 Remarks Concerning Perel’man’s Motivation From Physics

It is remarked by Perel’man [Per02, p. 3] that:

‘The Ricci flow has also been discussed in quantum field theory, as an approximation to the renormalisation group (RG) flow for the two-dimensional nonlinear \( \sigma \)-model... this connection between the Ricci flow and the RG flow suggests that Ricci flow must be gradient-like; the present work confirms this expectation.’

In this section we expand on this comment. By doing so we see, at least in part, where the motivation for the \( \mathcal{F} \) and \( \mathcal{W} \) functionals originate from.

As [Gro99] explains, the method of renormalisation group is a method designed to describe how dynamics of a physical system change as the scale (i.e. distance or energies) at which we probe changes.

Physics is heavily scale dependent, for instance in fluid dynamics each scale of distance has a different theory. For instance at length scales of \( 1 \text{cm} \), classical continuous mechanics (Navier-Stokes equations) is appropriate. However at length scales \( 10^{-13} - 10^{-18} \text{cm} \) quantum chromodynamics (quarks) is a more suitable theory.

Moreover, physics at larger scales decouples from the physics at a smaller scale. The theory at a larger scale remembers only finitely many parameters from the theories at smaller scales and throws the rest of the details away. Passing from smaller scales to larger scales involves averaging over irrelevant degrees of freedom. For instance, it is possible to reconstruct the thermodynamics of a gas from molecular theory (by averaging over all configurations) but it is impossible to reconstruct the behaviour of molecules from the macroscopic behaviour of the gas itself. This decoupling is the reason why we are able to do physics. The aim of renormalisation group method is to explain how this decoupling takes place and why exactly information is transmitted from scale to scale through finitely many parameters.

In the context of particle physics, renormalisation is a process of making sense of ultraviolet and infrared divergences arising in the Feynman diagram integrals. It is done in a two stage process. The first step is regularisation. It consists in introducing a cut-off which makes the integrals converge but depend on the cut-off. There are many types of cut-off schemes, for instance momentum cut-off, dimensional regularisation and so on. The integrals will usually tend to infinity as the cut-off goes to infinity. Because of this we need a second step called renormalisation. This step consists in making finitely many parameters of the Lagrangian depend on the regularisation, so that they go to infinity as the regularisation goes to infinity but all the correlation functions remain finite.

The behaviour of a quantum field theory under renormalisation is governed by the so-called \( \beta \)-function. Formally, it is a vector field on the space of
dimensionless parameters for a particular quantum theory. The differential equation associated to this vector field is called the renormalisation group equation. Fixed points of this equation correspond the ultraviolet and infrared limits of the theory. In the case of a single coupling constant $g$, the vector field generating the renormalisation flow is written as

$$\mu \frac{\partial}{\partial \mu} + \beta(g) \frac{\partial}{\partial g}$$

where $\mu$ is the scale parameter. \footnote{A coupling constant is a coefficient in a Lagrangian that measures the strength of a particular interaction among elementary fields.} When there are $n$ such couplings $g_1, \ldots, g_n$, the renormalisation group equation for $g_i$ takes the form

$$\mu \frac{dg_i}{\partial \mu} = \beta_i(g_1, \ldots, g_n). \quad (10.14)$$

In general we know nothing about the flow except that the point $g_i = 0$ (the free theory) is a fixed point of this flow. It is conjectured that topologically, the flow behaves as a gradient flow.

Conjecture 10.22. There exists a function $F(g_1, \ldots, g_n)$ such that its total derivative with respect to $\mu$ is positive at any nonsingular point of the flow \footnote{By taking a logarithmic scale $\lambda = \log \mu$, equation (10.14) can be re-written as $\frac{dg_i}{\partial \lambda} = \beta_i(g_1, \ldots, g_n)$.} \footnote{The choice of the scale parameter $\mu$ is just a convention.}

The conjecture prohibits various complicated dynamical patterns which could occur in a multi-dimensional dynamical systems. Thus it implies that any trajectory is either driven to a fixed point or to infinity.

According to \cite{Gro99}, p. 578], the intuition behind the conjecture is the Wilsonian point of view that the (backwards) renormalisation group flow comes from erasing degrees of freedom. The meaning of $F$ is ‘the measure of the number of degrees of freedom’. Unfortunately it is unknown how to make mathematical sense of this idea in general but is proved in special case 2-dimensional field theories.

For instance, in the case of 2-dimensional Bosonic non-linear $\sigma$-models, we are interested in mappings $\phi = \phi(\sigma, \tau) : \Sigma \to M$ where $\Sigma$ is a 2-dimensional Riemann surface with metric $h_{ab}$ and $M$ is a $D$-dimensional closed Riemannian manifold with metric $g_{\mu\nu}$. The action $S$ is of the form
\[ S = \frac{1}{4\pi\alpha'} \int_\Sigma \left( g_{\mu\nu}(\phi) \frac{\partial \phi^\mu}{\partial x^a} \frac{\partial \phi^\nu}{\partial x^b} + \epsilon^{ab} B_{\mu\nu}(\phi) \frac{\partial \phi^\mu}{\partial x^a} \frac{\partial \phi^\nu}{\partial x^b} + \alpha' \Phi(\phi) R^{(2)} \right) h^{ab} \sqrt{h} \, d\sigma \, d\tau \]

where \( R^{(2)} \) is the world-sheet Ricci scalar with respect to \( h_{ab} \), \( \Phi \) is the so-called dilaton field, \( B_{\mu\nu} \) is a 2-form antisymmetric tensor field and \( \epsilon^{ab} \) is the antisymmetric tensor (taking values \( \epsilon^{01} = -\epsilon^{10} = 1 \) and \( \epsilon^{00} = \epsilon^{11} = 0 \)). The constant \( \alpha' \) is needed to make action dimensionless. In this case the couplings for \( S \) are \( g_{\mu\nu}, B_{\mu\nu} \) and \( \Phi \). To first order the respective \( \beta \)-functions (see [GSW88, Sect. 3.4] and [Pol98, Sect. 3.7]) are

\[
\begin{align*}
\beta^g_{\mu\nu} & = -\alpha' (R_{\mu\nu} + 2 \nabla_\mu \nabla_\nu \Phi) + \frac{\alpha'}{4} H_\mu \epsilon^{\lambda\rho} H_{\nu\lambda\rho} + O(\alpha'^2) \\
\beta^B_{\mu\nu} & = \alpha' \left( \frac{1}{2} \nabla_\lambda H^\lambda_{\mu\nu} - H^\lambda_{\mu\nu} \nabla_\lambda \Phi \right) + O(\alpha'^2) \\
\beta^\Phi_{\mu\nu} & = \frac{26 - D}{6} + \alpha' \left( \frac{1}{2} \nabla^2 \Phi - \nabla_\mu \Phi \nabla^\mu \Phi + \frac{1}{24} H_{\mu\nu\rho} H^{\mu\nu\rho} \right) + O(\alpha'^2)
\end{align*}
\]

where \( H_{\mu\nu\rho} = \partial_\mu B_{\nu\rho} + \partial_\rho B_{\mu\nu} + \partial_\nu B_{\rho\mu} \) or simply \( H = dB \).

From this system of couplings, the formulas (9.5) and (10.3) seem to be strongly motivated by this example. Furthermore, Perel’man’s comments indicate his emphasis on the gradient flow approach (even though it is not used strongly in many of the key arguments in his work on the geometrisation conjecture, as the more robust reduced volume functional is employed instead). For further discussion on the connection between Perel’man’s work and renormalisation group (RG) flows see [OSW06, Car10].
Chapter 11
An Algebraic Identity for Curvature Operators

In this chapter and the next we look at one of the most important recent developments in the theory of Ricci flow: The work of Böhm and Wilking [BW08] which gives a method for producing whole families of preserved convex sets for the Ricci flow from a given one. This remarkable new method has broken through what was an enormous barrier to further applications of Ricci flow: In particular the proof of the differentiable sphere theorem relies heavily on this work.

The problem to be dealt with is the following: There are numerous examples of convex cones in the space of curvature tensors which are known to be preserved by the Ricci flow. Examples which have been known for a long time include the cone of positive curvature operators, and the cone of 2-positive curvature operators. We will see other examples in Chapter 13 such as the cone defined by the positive isotropic curvature condition. One would like to be able to find a whole family of preserved convex cones interpolating between the given cone and the ‘degenerate’ cone consisting of constant positive sectional curvature operators. If this can be done, then one can argue using the maximum principle (Theorem 6.15) that solutions of the Ricci flow which have their curvature in the given cone at the initial time will evolve to have constant curvature as they approach their maximal time of existence. In the next chapter we will give the details of the construction of the family of cones and the argument required for their application (see Section 6.5.3 for a discussion of how this works in the simple case of Ricci flow for 3-manifolds).

In the present chapter we discuss a fundamental identity, Theorem 11.32 due to Böhm and Wilking. It is the basis for their cone construction and is the result of a detailed and delicate analysis of how the various parts of the curvature tensor (first discussed in Section 3.5) combine to produce the reaction terms in the evolution equation for curvature seen in Theorem 5.21.
11.1 A Closer Look at Tensor Bundles

We begin with an examination of the framework needed to apply the vector bundle maximum principle to the evolution equation for the curvature tensor.

In Section 6.5.3 we discussed the construction of subsets of the bundle of symmetric 2-tensors which are convex in the fibre and invariant under parallel transport, from any $O(n)$-invariant convex subset of the vector space of symmetric $n \times n$ matrices. In that situation further simplification is possible since symmetric matrices are diagonalisable, and the question reduces to convex subsets of $\mathbb{R}^n$ invariant under interchange of coordinates.

In higher dimensions the curvature tensor is no longer simply a symmetric 2-tensor, but lives in a vector bundle with considerably more complicated structure. We will investigate this structure in detail in the next section, however before doing so we discuss the construction of suitable subsets of vector bundles in a more general context.

11.1.1 Invariant Tensor Bundles. In three dimensions we applied the vector bundle maximum principle on the bundle of symmetric 2-tensors of the spatial tangent bundle $\mathcal{S}$, which we know is a parallel subbundle of the bundle of 2-tensors, and so (by the arguments of Section 1.5.3) inherits a canonical metric and compatible connection. In order to carry out this step in higher dimensions we consider an important method of constructing parallel subbundles of tensor bundles.

Suppose we have a vector bundle $E$ over a manifold $M$, with a metric $g$ and compatible connection $\nabla$ supplied. Then the construction given in Section 1.5.3 provides metrics and compatible connections on each of the tensor bundles $T^p_q(E)$. Let $O(E)$ be the orthonormal frame bundle of $E$, so that the fibre of $O(E)$ at a point $p \in M$ consists of the isometries from $\mathbb{R}^k$ (with the standard inner product) to $E_p$ (with inner product $g_p$). Recall that $O(k)$ acts on $O(E)$ by

$$O(k) \times O(E) \to O(E); \; (\mathcal{O}, Y) \mapsto Y^{\mathcal{O}},$$

where $Y^{\mathcal{O}}(u) = Y(\mathcal{O} u)$ for each $u \in \mathbb{R}^k$. For each frame $Y \in O(E)_x$ there exists a dual frame $Y^*$ for $E^*_x$, defined by $(Y^*(\omega))(Y(u)) = \omega(u)$ for all $\omega \in (\mathbb{R}^k)^*$ and $u \in \mathbb{R}^k$. There is a corresponding action of $O(k)$ on the dual frames, defined by $(Y^*)^{\mathcal{O}} = (Y^{\mathcal{O}})^*$.

As noted in Section 5.2.1, a $(p, q)$-tensor $T$ at $x$ gives rise to a function $\tilde{T}$ from $O(E)_x$ to $T^p_q(\mathbb{R}^k)$, defined by

$$(\tilde{T}(Y))(v_1, \ldots, v_p, \omega_1, \ldots, \omega_q) = T(Y(v_1), \ldots, Y(v_p), Y^*(\omega_1), \ldots, Y^*(\omega_q))$$

for any $v_1, \ldots, v_p \in \mathbb{R}^k$ and $\omega_1, \ldots, \omega_q \in (\mathbb{R}^k)^*$. The function $\tilde{T}$ is equivariant with respect to the action of $O(k)$ on $T^p_q(\mathbb{R}^k)$ defined by
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\[ O(k) \times T^p_q(\mathbb{R}^k) \rightarrow T^p_q(\mathbb{R}^k); \ (O,T) \mapsto T^O, \]

where \( T^O(v_1,\ldots,v_p,\omega_1,\ldots,\omega_q) = T(Ov_1,\ldots,Ov_p,\overline{\omega_1},\ldots,\overline{\omega_q}) \) for all \( v_1,\ldots,v_p \in \mathbb{R}^k \) and \( \omega_1,\ldots,\omega_q \in (\mathbb{R}^k)^* \), and \( \overline{\omega} \) is the dual transformation on \( (\mathbb{R}^k)^* \) corresponding to \( \omega \), defined by \( (\overline{\omega},v) = \omega(v) \), for all \( \omega \) and \( v \).

Here equivariance means that

\[ \tilde{T}(Y^O) = (\tilde{T}(Y))^O \]

where the action of \( O \) on the left-hand side is on the frame \( Y \in O(E) \), and that on the right-hand side is on \( \tilde{T}(Y) \in T^p_q(\mathbb{R}^k) \).

An invariant subset \( K \) of \( T^p_q(\mathbb{R}^k) \) is a subset which is invariant under the action of \( O(k) \) — in the sense that \( T \in K \) implies that \( T^O \in K \) for every \( O \in O(k) \). In particular, a vector subspace \( V \) of \( T^p_q(\mathbb{R}^k) \) which is invariant is called an invariant subspace. From any invariant subset we can construct a subset \( K(E) \) of \( T^p_q(E) \) as follows:

\[ K(E) \cap T^p_q(E)_x = \{ T \in T^p_q(E)_x : \forall Y \in O(E)_x, \tilde{T}(Y) \in K \}. \]

In particular from an invariant subspace \( V \) we construct a subbundle \( V(E) \) of \( T^p_q(E) \), by

\[ V(E)_x = \{ T \in T^p_q(E)_x : \forall Y \in O(E)_x, \tilde{T}(Y) \in V \}. \]

We call \( V(E) \) the invariant subbundle corresponding to the invariant subspace \( V \). The main result we need is the following:

**Proposition 11.1.** If \( K \) is an invariant subset of \( T^p_q(\mathbb{R}^k) \), then the subset \( K(E) \) of \( T^p_q(E) \) is invariant under parallel transport.

**Proof.** The argument is essentially the same as that used in Section 6.5.3.1 for the case of the 2-tensor bundle. Let \( \sigma : I \rightarrow M \) be a smooth curve, and let \( T \) be a parallel section of \( \sigma^*(T^p_q(E)) \) such that \( T_0 \in K(E)_{\sigma(0)} \). That is, for any frame \( Y_0 \in O(E)_{\sigma(0)} \), we have \( \tilde{T}_0(Y_0) \in K \). Fix any such frame, and define a frame \( Y_s \in F(E)_{\sigma(s)} \) for each \( s \in I \) by parallel transport, i.e. for each \( u \in \mathbb{R}^k \),

\[ \sigma \nabla_{\partial_s} (T_s(u)) = 0. \]

Then \( Y_s \in O(E)_{\sigma(s)} \) since the compatibility of \( \nabla \) gives

\[ \frac{\partial}{\partial s} g(Y_s(u),Y_s(v)) = g(\sigma \nabla_{\partial_s} (Y_s(u)),Y_s(v)) + g(Y_s(u),\sigma \nabla_{\partial_s} (Y_s(v))) = 0. \]

\( \footnote{Note that the action of \( O(k) \) on \( T^p_q(\mathbb{R}^k) \) defined above is an orthogonal representation, i.e. a Lie group homomorphism from \( O(k) \) to \( O(T^p_q(\mathbb{R}^k)) \). Representation theory tells us that \( T^p_q(\mathbb{R}^k) \) decomposes as an orthogonal direct sum of irreducible invariant subspaces. An arbitrary invariant subspace can be written as a direct sum of these irreducible ones.} \)
Note that the dual frame $Y^*_s$ is also parallel by definition of the dual connection. But we also have, for all $v_1, \ldots, v_p \in \mathbb{R}^k$ and $\omega_1, \ldots, \omega_q \in (\mathbb{R}^k)^*$,

$$
\frac{\partial}{\partial s} \left( \tilde{T}_s(Y_s) \right)(v_1, \ldots, v_p, \omega_1, \ldots, \omega_q) = 0,
$$

since $T_s$, $Y_s(v_i)$ and $Y^*_s(\omega_j)$ are all parallel. Therefore $\tilde{T}_s(Y_s)$ is constant, and so is in $K$ for all $s \in I$, and so $T_s \in K(E)$ for all $s$.

The particular case where $K$ is a subspace immediately gives the following:

**Corollary 11.2.** Invariant subspaces of $T^p_0(E)$ are parallel.

It follows from the results of Section 1.8.7 that invariant subbundles inherit metrics and compatible connections from the tensor bundle.

**Example 11.3.** There are no nontrivial invariant subbundles of $E$ itself: Given any non-zero vector $v$ in $\mathbb{R}^k$, there is an $O(k)$ element which takes $v$ to any other given vector of the same length, so the linear span of the orbit of $v$ under the action is all of $\mathbb{R}^k$.

**Example 11.4.** Since the metric tensor is invariant, the operations of raising and lowering indices are also, and the invariant subspaces of $T^p_q(\mathbb{R}^k)$ are in one-to-one correspondence with those of $T^p_0(\mathbb{R}^k)$. In particular, $E^*$ has no nontrivial invariant subspaces.

**Example 11.5.** The invariant subbundles of the bundle of 2-tensors on $E$ are given by finding the invariant subspaces of the action of $O(n)$ on $T^2_0(\mathbb{R}^k)$ (i.e. the space of $k \times k$ matrices) with the action $(O, M) \mapsto OTM$. We have already found one invariant subspace, namely the subspace of symmetric matrices: In this case $(OTM) = OTMT(OT) = OTM$ if $M = MT$. Similarly the subspace of antisymmetric matrices is preserved.

Another invariant subspace is the trace-free matrices, $\{M : \text{tr}(M) = 0\}$, since $\text{tr}(OTM) = \text{tr}(MOT) = \text{tr}(M)$ for $O \in O(k)$. And finally, there is the subspace consisting of multiples of the identity matrix, which is invariant since $OTI = OT = I$. This gives a decomposition of $T^2_0(\mathbb{R}^k)$ as the following direct sum of invariant subspaces:

$$
T^2_0(\mathbb{R}^k) = \bigwedge^2(\mathbb{R}^k) \oplus \text{Sym}^2_0(\mathbb{R}^k) \oplus \mathbb{R}I_k
$$

where $\bigwedge^2(\mathbb{R}^k)$ is the antisymmetric matrices, and $\text{Sym}^2_0(\mathbb{R}^k)$ is given by the intersection of the symmetric matrices with the traceless ones.

Footnote 2: We get this for free: The orthogonal complement of an invariant subspace is always invariant.
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11.1.2 Constructing Subsets in Invariant Subbundles. We now have a method constructing subsets of invariant subspaces which are invariant under parallel transport, since if $K$ is an invariant subset of $T^p_q(\mathbb{R}^k)$ which is contained in an invariant subspace $V$, then by Proposition 11.1 $K(E)$ is a subset of $V(E)$ which is invariant under parallel transport. Furthermore, if $K$ is also convex then the subset $K(E)$ is convex in the fibres of $K(V)$, since any frame $Y \in O(E)_x$ gives a linear isomorphism of $V(E)_x$ to $V$ which takes $K(E)_x$ to $K$, and linear isomorphisms preserve convexity.

Unlike the situation discussed in Section 6.5.3, the action of $O(k)$ on higher tensor spaces does not allow reduction to a simple form such as the diagonal matrices, so the construction of invariant convex subsets of $T^p_q(\mathbb{R}^k)$ is not as straightforward. However, there is a recipe which will prove quite convenient and which fits in nicely with our formulation of the maximum principle: Let $c \in \mathbb{R}$ and let $\ell$ be an arbitrary nontrivial linear function on $T^p_q(\mathbb{R}^k)$ (that is, an element of the dual space $(T^p_q)^* \simeq T^q_p(\mathbb{R}^k)$). Then we can construct an invariant convex set $K_{\ell,c}$ in $T^p_q(\mathbb{R}^k)$ as follows:

$$K_{\ell,c} = \bigcap_{O \in O(k)} \{ T \in T^p_q(\mathbb{R}^k) : \ell(T^O) \leq c \}.$$  

This is an intersection of half-spaces, hence convex, and is invariant by construction. An arbitrary invariant convex set may be constructed by taking intersections of sets of this form.

Example 11.6. The cone of positive definite matrices in $\text{Sym}^2(\mathbb{R}^k)$ can be expressed in exactly the form above: Define $\ell(T) := -T(e_1,e_1)$, and choose $c = 0$. Then we have

$$K_{\ell,c} = \bigcap_{O \in O(k)} \{ T \in \text{Sym}^2(\mathbb{R}^k) : T(Oe_1, Oe_1) \geq 0 \} = \{ T \in \text{Sym}^2(\mathbb{R}^k) : \forall v \in \mathbb{R}^k, T(v,v) \geq 0 \}.$$  

The other cones constructed in Section 6.5.3 may be similarly described: The cone of positive Ricci curvature (for $k = 3$) corresponds to $\ell(T) = -T(e_1,e_1) - T(e_2,e_2)$ and $c = 0$; and the cones of pinched Ricci curvature correspond to $\ell(T) = \varepsilon T(e_3,e_3) - T(e_1,e_1) - T(e_2,e_2)$ and $c = 0$.

11.1.3 Checking that the Vector Field Points into the Set. To apply the maximum principle there is one further ingredient required: We must check that the vector field in the reaction-diffusion equation points into the set. We will discuss the specific situation corresponding to Ricci flow in the next section, but here we discuss more generally a situation where checking this condition can be reduced to a rather concrete question.

Let $E$ be a vector bundle over $M \times \mathbb{R}$ with a given metric and compatible connection. Let $u$ be a section of an invariant tensor bundle $V(E)$ which
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satisfies the reaction-diffusion equation of the form

\[ \nabla_{\partial_t} u = \Delta u + F(u). \]

Recall that for any orthonormal frame \( Y \in O(E) \), we have a map which take \( T \in V(E) \) to \( \tilde{T}(Y) \) in the invariant subspace \( V \). Assume that there exists a vector field \( \psi : V \to V \), equivariant in the sense that \( (\psi(T))^O = \psi(T^O) \) for all \( T \in V \) and \( O \in O(k) \). We require that the vector field \( F \) maps to \( \psi \), in the sense that for any \( u \in V(E)(x,t) \) and \( Y \in O(E)(x,t) \),

\[ \tilde{F}(u)(Y) = \psi(\tilde{u}(Y)). \]

In this case it is straightforward to check the following:

**Proposition 11.7.** Let \( K \) be a convex invariant subset of \( V \), and \( K(E) \) the corresponding subset of \( V(E) \). Then the vector field \( F \) on \( V(E) \) points (strictly) into \( K(E) \) if and only if the vector field \( \psi \) on \( V \) points (strictly) into \( K \).

**Proof.** The definition of \( F \) pointing into \( K \) is given in Definition 6.12. Let \( s_K \) be the support function of \( K \), so that

\[ s_K(\ell) = \sup\{\ell(w) : w \in K\} \]

for each \( \ell \in V^* \). Also let \( s \) be the support function of \( K(E) \), so that

\[ s(x,t,\ell) = \sup\{\ell(w) : w \in K(E)(x,t)\} \]

for each \( (x,t,\ell) \in V(E)^* \). These are related as follows: Fix \( (x,t) \in M \times \mathbb{R} \), and let \( Y \in F(E)(x,t) \). Then for any \( \ell \in V(E)^*(x,t) \) we have \( \tilde{\ell}(Y) \in V^* \), and

\[
\begin{align*}
\tilde{s}(x,t,\ell) &= \sup\{\ell(w) : w \in K(E)(x,t)\} \\
&= \sup\{\ell(\tilde{\ell}(Y))(\tilde{w}(Y)) : \tilde{w}(Y) \in K\} \\
&= \sup\{\ell(\tilde{\ell}(Y))(w) : w \in K\} \\
&= s_K(\tilde{\ell}(Y)).
\end{align*}
\]

From the definitions of tangent and normal cones in Appendix B it follows that

\[ \mathcal{N}_{\tilde{\ell}(Y)}K = \{\tilde{\ell}(Y) : \ell \in \mathcal{N}_{\ell}K(x,t)\} \]

and

\[ \mathcal{T}_{\tilde{\ell}(Y)}K = \{\tilde{z}(Y) : z \in \mathcal{T}_{\ell}K(x,t)\}. \]

It follows that \( \psi(\tilde{u}(Y)) = (\tilde{F}(u))(Y) \) is in (the interior of) \( \mathcal{T}_{\tilde{\ell}(Y)}K \) if and only if \( F(u) \) is in (the interior of) \( \mathcal{T}_{\ell}K(x,t) \), and the Proposition is proved. \( \Box \)

**Remark 11.8.** As we will see below, the evolution equation for the curvature tensor has exactly this property. This is a drastic simplification: To check
that the vector field points into the set we now have only to consider an explicit vector field on a fixed finite-dimensional vector space, and ask whether it points into a given convex invariant set. In effect the maximum principle has removed the geometry from the analysis, and all that remains is a very concrete and rather algebraic question. This fact has been well understood since at least the early 1990s, so it is perhaps surprising that useful applications of these ideas in dimensions \( n \geq 4 \) have only been possible recently (following the appearance of [BW08]).

11.2 Algebraic Curvature Operators

The (spatial) curvature tensor can be considered a \( (4,0) \)-tensor on the spatial tangent bundle — that is, a section of the tensor space \( T^4_0(S) \). However, the symmetries of the curvature tensor mean that the curvature tensor in fact lies inside an invariant subbundle, which we call the bundle of algebraic curvature operators \( \text{Curv}(S) \), corresponding to an invariant subspace \( \text{Curv} \) of the vector space \( T^4_0(\mathbb{R}^n) \) defined to be the set of all \( R \in T^4_0(\mathbb{R}^n) \) such that

\[
R(u, v, w, z) + R(v, u, w, z) = 0 \\
R(u, v, w, z) + R(u, v, z, w) = 0 \\
R(u, v, w, z) - R(w, z, u, v) = 0 \\
R(u, v, w, z) + R(v, w, u, z) + R(w, u, v, z) = 0
\]

for all \( u, v, w, z \in \mathbb{R}^n \). One can check directly that this subspace is \( O(n) \)-invariant (in fact \( GL(n) \)-invariant).

Since elements of \( \text{Curv} \) are antisymmetric in the first and last pairs of arguments, and symmetric under interchange of the first pair with the last pair, it is natural to interpret them as symmetric bilinear forms acting on the \( \frac{n(n+1)}{2} \)-dimensional space \( \Lambda^2(\mathbb{R}^n) \), with each antisymmetric pair of arguments in \( \mathbb{R}^n \) corresponding to a single \( \Lambda^2(\mathbb{R}^n) \)-valued argument: That is, \( \text{Curv} \subset \text{Sym}^2(\Lambda^2(\mathbb{R}^n)) \). Accordingly, the curvature tensor can be viewed as a self-adjoint linear endomorphism of \( \Lambda^2(S) \), defined by the formula

\[
g(R(x, y)u, v) = \langle R(x \wedge y), u \wedge v \rangle = R(x \wedge y, u \wedge v),
\]

for all \( x, y, u, v \in S_{(p,t)} \simeq \mathbb{R}^n \), where \( \langle \cdot, \cdot \rangle \) is defined by \( \text{C.2} \)\textsuperscript{3}.

By letting \( (e_i)_{i=1}^n \) denote an orthonormal basis for \( T_pM \), the curvature operator \( R \) maps \( e_i \wedge e_j \) to \( \frac{1}{2} \sum_{p,q} A_{pq} e_p \wedge e_q \) under our adopted summation convention discussed in Appendix C. By definition \( A_{k\ell} = \langle R(e_i \wedge e_j), e_k \wedge e_\ell \rangle = R_{ij,k\ell} \), in which case the curvature operator can be written in the form

\[
R(e_i \wedge e_j) = \sum_{k<\ell} R_{ij,k\ell} e_k \wedge e_\ell \tag{11.1}
\]

\textsuperscript{3} Note our definition here differs in sign convention from, say [Pet06, p. 36].
with respect to the orthonormal basis \((e_i \land e_j)_{i<j}\). Likewise one can express \(R\) when interpreted as a symmetric bilinear form, i.e. an element of \(\text{Sym}^2(\wedge^2 T^*_p M)\), by \(R = \sum_{i<j,k<\ell} R_{ij\k\ell} (e^i \land e^j) \otimes (e^k \land e^\ell)\).

Now consider a different orthonormal basis \((\sigma_\alpha)_{N=1}^N\) for \(\wedge^2 T^*_p M\) with corresponding dual \((\phi^\alpha)\). With respect to this basis, the curvature \(R\) (as a bilinear form) can be expressed as \(R = R_{\alpha\beta} \phi^\alpha \otimes \phi^\beta\), where \(R_{\alpha\beta} = R(\sigma_\alpha, \sigma_\beta)\). Since \(\phi^\alpha = \sum_{i<j} \phi^\alpha_{ij} e^i \land e^j\) and \(\sigma_\alpha = \sum_{i<j} \sigma_{ij}^\alpha e^i \land e^j\) we find the components of \(R\), with respect to the two orthonormal bases, are related by

\[
R_{ij\k\ell} = R_{\alpha\beta} \phi^\alpha_{ij} \phi^\beta_{k\ell} \quad \text{and} \quad R_{\alpha\beta} = R_{ij\k\ell} \sigma^i_{\alpha} \sigma^j_{\beta} \sigma^k_{\alpha} \sigma^\ell_{\beta}.
\]

11.2.1 Interpreting the Reaction Terms. We first observe that the evolution equation for the curvature tensor is exactly of the form described in Section 11.1.3, in the sense that the reaction terms are described by an invariant vector field. Recall the evolution equation derived in Theorem 5.21:

\[
\nabla_{\partial_t} R_{ij\k\ell} = \Delta R_{ij\k\ell} + 2(B_{ij\k\ell} - B_{ij\k\ell} + B_{ikj\ell} - B_{ikj\ell}).
\]

We seek to understand the quadratic reaction terms

\[
Q_{ij\k\ell} = B_{ij\k\ell} - B_{ij\k\ell} + B_{ikj\ell} - B_{ikj\ell}, \quad (11.2)
\]

which we introduced in Chapter 3. The first observation is that these terms are indeed invariant, since they are given simply by contracting with the metric. Thus according to Proposition 11.7 we need only consider the corresponding vector field \(Q\) on the invariant subspace \(\text{Curv}\). By appealing to the inherent Lie algebra structure associated with the curvature operator we will rewrite these as the sum of two natural quadratic vector fields on \(\text{Curv}\).

To achieve this formally, first identify \(U \otimes U \simeq \mathfrak{gl}(U)\) where the isomorphism given by (C.1), with \(U = \wedge^2 \mathbb{R}^n\). Then identify \(\wedge^2 \mathbb{R}^n \simeq \mathfrak{so}(n)\) with the isomorphism given by (C.3). The quadratic curvature terms, referred to as the squared and sharp products respectively, are defined by:

\[
R^2_{\alpha\beta} = R_{\alpha\lambda} R_{\lambda\beta}
\]
\[
R^\#_{\alpha\beta} = \frac{1}{2} c_{\alpha}^{\gamma\eta} c_{\beta}^{\delta\theta} R_{\gamma\delta} R_{\eta\theta}
\]

where \(c_{\alpha}^{\beta\gamma}\) are the structure constants for \(\mathfrak{so}(n)\) with respect to the basis \((\phi^\alpha)\). One can easily show that if \(R \geq 0\) then \(R^2 \geq 0\) and \(R^\# \geq 0\).

\[4\] Every symmetric bilinear form \(\beta : V \times V \to \mathbb{R}\) defines a mapping \(V \to V^*; v \mapsto (w \mapsto \beta(v,w))\) and visa versa. Here we have implicitly identified \(V \simeq V^*\) to conform to our adopted summation convention.

\[5\] Recall by (3.2) that \(B_{ij\k\ell} = R_{ipjq} R_{pkq\ell}\) where, in this algebraic context, we suppress the index raising.
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Remark 11.9. The sharp product is a contraction with the structure constants and the squared product is ‘natural’ in the sense that:

\[ R^2 = (R_{\alpha\beta} \varphi^\alpha \otimes \varphi^\beta)(R_{\gamma\delta} \varphi^\gamma \otimes \varphi^\delta) \]
\[ = R_{\alpha\beta} R_{\gamma\delta} \delta^\beta\gamma \varphi^\alpha \otimes \varphi^\delta \]
\[ = R_{\alpha\lambda} R_{\lambda\beta} \varphi^\alpha \otimes \varphi^\beta \]

where the second equality is due to [C.1].

With these identifications, we find that the vector field \( Q \) on \( \text{Curv} \) can be written in the form \( Q(R) = R^2 + R^\# \). This is an immediate consequence of the following two lemmas.

Lemma 11.10. For any \( R \in \text{Curv} \),

\[ R_{ij\ell k}^2 = B_{ij\ell k} - B_{ijkl}. \]

Proof. Since \( B_{ij\ell k} = B_{ji\ell k} = B_{k\ell ij} \) we find that

\[ R_{ijpq} R_{k\ell pq} = (R_{ipqj} + R_{iqjp})(R_{k\ell pq} + R_{k\ell qp}) \]
\[ = (R_{iqjp} - R_{ipjq})(R_{k\ell pq} - R_{k\ell qp}) \]
\[ = B_{\ell kji} - B_{jik\ell} - B_{ijkl} + B_{ij\ell k} \]
\[ = 2(B_{ijkl} - B_{ij\ell k}). \]

In which case

\[ \sum_{p,q} R_{ijpq} R_{p\ell kq} = \sum_{p,q} R_{\alpha\beta} \varphi_{ij}^\alpha \varphi_{pq}^\beta R_{\gamma\delta} \varphi_{pq}^\gamma \varphi_{k\ell}^\delta \]
\[ = R_{\alpha\beta} R_{\gamma\delta} \delta^\beta\gamma \sum_{p,q} \varphi_{pq}^\alpha \varphi_{pq}^\gamma \]
\[ = 2R_{\alpha\beta} R_{\gamma\delta} \delta^\beta\gamma \]
\[ = 2R_{ij\ell k}^2 \]

since \( \delta^\beta\gamma = \langle \varphi^\beta, \varphi^\gamma \rangle = \frac{1}{4} \varphi_{ij}^\beta \varphi_{k\ell}^\gamma \langle e^i \wedge e^j, e^k \wedge e^\ell \rangle = \frac{1}{2} \sum_{p,q} \varphi_{pq}^\beta \varphi_{pq}^\gamma. \) \( \square \)

Lemma 11.11. For \( R \in \text{Curv} \),

\[ R_{ij\ell k}^\# = B_{ik\ell j} - B_{i\ell jk}. \]

Proof. From [C.5] we find that
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\[ B_{ik\ell} - B_{i\ell jk} = R_{ipkq}R_{j\ell pq} - R_{iptq}R_{jlpk} \]
\[ = \alpha_\beta \varphi^\alpha p \varphi^\beta k R_{\gamma_\delta} \varphi_{jp} \varphi_{\ell q} - \alpha_\beta \varphi^\alpha p \varphi^\beta \varphi_{\ell q} R_{\gamma_\delta} \varphi_{jp} \varphi_{kq} \]
\[ = \varphi^\alpha p \varphi_{jp} (\varphi_{\ell q} \varphi_{\gamma_\delta} - \varphi_{\ell q} \varphi_{\gamma_\delta}) R_{\alpha_\beta} R_{\gamma_\delta} \]
\[ = \varphi^\alpha p \varphi_{jp} \varphi_{\ell q} R_{\gamma_\delta} \varphi_{\gamma_\delta} \varphi_{\gamma_\delta} \]
\[ = \frac{1}{2} \alpha_\beta \varphi^\alpha p \varphi_{jp} \varphi_{kq} - \alpha_\beta \varphi^\alpha p \varphi_{jp} \varphi_{kq} \]
\[ = \frac{1}{2} \alpha_\beta R_{\gamma_\delta} \varphi_{ij} \varphi_{k\ell} R_{\gamma_\delta} \]
\[ = 1 \alpha_\beta \varphi_{ij} \varphi_{k\ell} \]

\[ \text{Remark 11.12.} \text{ We note that neither } R^2 \text{ nor } R^\# \text{ satisfy the first Bianchi identity. However, their sum does. In particular:} \]

\[ \text{Proposition 11.13. For any } R \in \text{Curv}, Q(R) \in \text{Curv}. \]

\[ \text{Proof.} \text{ The symmetry and antisymmetry identities are trivial. To check the Bianchi symmetry, we see that} \]
\[ 2(Q_{ijk\ell} + Q_{ik\ell j} + Q_{i\ell jk}) = R_{ijpq}R_{k\ell pq} + 2R_{ipjq}R_{\ell pkq} - 2R_{ipkq}R_{jp\ell q} \]
\[ + R_{ikpq}R_{\ell j pq} + 2R_{ipkq}R_{j\ell pq} - 2R_{ipjq}R_{lp\ell q} \]
\[ + R_{i\ell pq}R_{jkpq} + 2R_{iptq}R_{kp\ell q} - 2R_{iptq}R_{jkpq} \]
\[ = R_{ijpq}R_{k\ell pq} - 2R_{ipjq}R_{k\ell pq} + R_{ikpq}R_{\ell j pq} - 2R_{ipkq}R_{j\ell pq} \]
\[ + R_{i\ell pq}R_{jkpq} - 2R_{iptq}R_{jkpq} \]
\[ = 0. \]

\[ \text{Example 11.14.} \text{ To get a feel for the quadratic structure, in particular that of the problematic sharp term, we look at the special case when } n = 3. \text{ In such a situation } N = n(n - 1)/2 = 3, \text{ and the Lie algebra } so(3) \cong \mathbb{R}^3 \text{ — via the isomorphism } \iota \text{ defined in Section 6.5.3 — so that } [X, Y]_i = (X \times Y)_i = \epsilon_{ijk}X_jY_k \text{ (cf. Example C.1). In which case (as described in Section 6.5.3) the curvature operator becomes the tensor } \Lambda \in \text{Sym}^2(\mathbb{R}^3), \text{ and the structure constants} \]
\[ c^{\alpha\beta}_\gamma = (\varphi^\alpha \times \varphi^\beta) \cdot \varphi^\gamma = \epsilon_{\alpha\beta\gamma} \]
\[ \text{equal elementary alternating 3-tensors (i.e. the volume form). Thus we have} \]

11.2 Algebraic Curvature Operators

\[ A^\#_{\alpha\beta} = \frac{1}{2} c^\gamma_\alpha c^\delta_\beta A_{\gamma\delta} = \frac{1}{2} \varepsilon_{\alpha\gamma\eta} \varepsilon_{\beta\delta\theta} A_{\gamma\delta} A_{\eta\theta} \]

and we claim that:

**Claim.** The sharp term equals the cofactor matrix. That is,

\[ A^\#_{\alpha\beta} = (\text{adj} A)_{\beta\alpha}. \]

To see this, note that \( A^{-1}_{\alpha\beta} = (2 \det A)^{-1} \varepsilon_{\alpha pq} \varepsilon_{\beta ab} A_{ap} A_{bq} \)

So by Lemma 3.13 we find that \( A^\# = \det A \cdot t A^{-1} = t (\text{adj} A) \). Therefore if

\[ A = \begin{pmatrix} a & b & c \\ d & e & f \\ g & h & k \end{pmatrix} \]

we see that \( A^2 \) corresponds to the usual matrix product and

\[ A^\# = \det A \cdot t A^{-1} = \begin{pmatrix} ek - fh & fg - dk & dh - eg \\ ch - bk & ak - cg & bg - ah \\ bf - cd & cd - af & ae - bd \end{pmatrix}. \]

In particular if \( A = \text{diag}(a, e, k) \), then \( A^\# = \text{diag}(ek, ak, ae) \).

### 11.2.2 Algebraic Relationships and Generalisations

To present the results of Böhm and Wilking we need to extend the above squared and sharp products a little. By setting \( V = \mathbb{R}^n \), we define the *circle* and *sharp* operators \( \circ, \# : S^2(\wedge^2 V^*) \times S^2(\wedge^2 V^*) \to S^2(\wedge^2 V^*) \) to be

\[ R \circ S = \frac{1}{2} (RS + SR) \]

\[ (R\# S)_{\alpha\beta} = (R\# S)(\sigma_\alpha, \sigma_\beta) = \frac{1}{2} c^\gamma_\alpha c^\delta_\beta R_{\gamma\delta} S_{\eta\theta} \]

respectively.

**Remark 11.15.** From the antisymmetry of \( c^\gamma_\alpha \), \( R\# S = S\# R \). Moreover, in what is to come we shall let \( I \) denote the identity element in \( S^2(\wedge^2 V^*) \). However, one should note \( R\# I \) is not equal to \( R \) in general.

Now with these definitions in place, Lemma 11.10 and 11.11 can easily be extended to the following result.

**Lemma 11.16.** For \( R, S \in S^2(\wedge^2 V^*) \),

\[ (R \circ S)_{ijk\ell} = \frac{1}{2} R_{ijpq} S_{pqk\ell} \]

\[ (R\# S)_{ijk\ell} = R_{ipkq} S_{jp\ell q} - R_{ip\ell q} S_{jpqk}. \]

\[ ^6 \text{Since } (\det A)\varepsilon_{ijk} = \varepsilon_{pqr} A_{ip} A_{jq} A_{kr}. \]
Furthermore, the quadratic term defines a bilinear operator \( Q : S^2(\Lambda^2 V^*) \times S^2(\Lambda^2 V^*) \to S^2(\Lambda^2 V^*) \) by polarisation:

\[
Q(R, S) = R \circ S + R\#S. \tag{11.3}
\]

Related to this is the operator \( Q : S^2(\Lambda^2 V^*) \to S^2(\Lambda^2 V^*) \) which is taken to be \( Q(R) = Q(R, R) = R^2 + R\#R \).

11.2.2.1 Huisken’s Trilinear Form. There is a trilinear form on \( S^2(\Lambda^2 V^*) \) defined by

\[
\text{tri}(R, S, T) = 2 \langle Q(R, S), T \rangle = 2 \text{tr}((R \circ S + R\#S)T).
\]

The trilinear form is symmetric in all three components, since it is straightforward to check that

\[
\text{tr}((R\#S)T) = \frac{1}{2} \sum_{\alpha, \beta, \gamma = 1}^N \langle [R(\sigma_\alpha), S(\sigma_\beta)], T(\sigma_\gamma) \rangle \langle [\sigma_\alpha, \sigma_\beta], \sigma_\gamma \rangle,
\]

which is clearly symmetric in all three components.

The vector bundle maximum principle (together with Corollary 6.16) allows us to produce curvature conditions preserved by the Ricci flow PDE from sets preserved by flow of the vector field \( Q \) on Curv. So it is of great interest to construct functions which are monotone under this flow.

**Proposition 11.17.** The ODE \( \frac{d}{dt} R = Q(R) \) is the gradient flow of

\[
P(R) = \frac{1}{3} \text{tr}(R^3 + RR\#) = \frac{1}{6} \text{tri}(R, R, R).
\]

**Proof.** Let \( \frac{\partial}{\partial t} R = S \) and observe — by the total symmetry of \( \text{tr}(R\#S)T \) — that

\[
\frac{\partial}{\partial t} P(R) = \frac{1}{3} \text{tr}(SR^2 + RSR + R^2 S + (R\#S + S\#R) \circ R + R\# \circ S)
= \text{tr}((R^2 + R\#)S) = \langle R^2 + R\#, S \rangle. \tag*{\Box}
\]

What is more, this can be improved to give a scaling-invariant monotone function:

**Proposition 11.18.** Under the ODE \( \frac{d}{dt} R = Q(R) \), the radial projection \( \hat{R} = R/|R| \) onto the unit sphere evolves in the direction of the gradient of the scaling-invariant function \( P(\hat{R}) \). In particular \( P(\hat{R}) = P(R)/|R|^3 \) is strictly increasing except at points where \( Q(R) = \lambda R \) for some \( \lambda \in \mathbb{R} \).

**Proof.** We directly compute:
\[
\frac{d}{dt} P(\hat{R}) = \frac{1}{|R|^3} \left( \langle Q(R), \frac{d}{dt} R \rangle - 6 P(R) \langle R, \frac{d}{dt} R \rangle \right)
\]
\[
= \frac{1}{|R|^3} \left( |Q(R)|^2 - \frac{\text{tri}(R, R, R)}{|R|^2} \langle R, Q(R) \rangle \right)
\]
\[
= \frac{1}{|R|^3} \left| Q(R) - \frac{\langle Q(R), R \rangle}{|R|^2} R \right|^2,
\]

since \( \langle Q(R), R \rangle = \text{tri}(R, R, R) \).

In particular, this says that the super-level sets of \( P(\hat{R}) \) are cones in the space of curvature operators, and the vector field \( Q(R) \) points into them. The bad news is, however, that these cones are in general not convex (see Figure 11.1) so that the maximum principle unfortunately does not apply.
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**Fig. 11.1** Level sets for \( P(\hat{R}) \) restricted to the plane \( \{ R : \text{tr} R = 1 \} \) for \( n = 3 \). The centre point corresponds to curvature of \( S^3 \), and the triangle corresponds to the cone of positive sectional curvature, with the vertices corresponding to the curvature of \( S^2 \times \mathbb{R} \).

### 11.2.2.2 The Wedge Product

The \( \circ \) and \( \# \) products enable one to construct a new element in \( S^2(\Lambda^2 V^*) \) from two given elements. It is important to note there is another method of constructing elements in \( S^2(\Lambda^2 V^*) \) from two elements of \( S^2(V) \). Following [BW08, p. 1082], we define the *wedge product* \( A \wedge B : \Lambda^2 V \to \Lambda^2 V \) of two elements \( A, B \in \mathfrak{gl}(n, \mathbb{R}) \simeq V \otimes V \) by

\[
(A \wedge B)(x \wedge y) := \frac{1}{2} (A(x) \wedge B(y) + B(x) \wedge A(y)). \tag{11.4}
\]

It is easy to see that \( A \wedge B = B \wedge A \) if \( A, B \in S^2(V) \). By using the wedge, there is a natural inclusion map \( \text{id}_\wedge : S^2(V) \to S^2(\Lambda^2 V^*) \) given by

\[
A \mapsto A \wedge \text{id}.
\]

Note that \( I = \text{id} \wedge \text{id} \), so \( I_{ijk\ell} = \delta_{ik} \delta_{j\ell} - \delta_{i\ell} \delta_{jk} \) is the curvature tensor on the standard sphere. When restricted to the space of symmetric 2-tensors, the wedge product is (up to a constant) equal to the Kulkarni-Nomizu product, namely:
Fig. 11.2 Top and side views of the level sets of $P(\hat{R})$ restricted to the unit sphere, showing the lines where one of the sectional curvatures vanishes. The intersection points of these lines are the curvature operators of $S^2 \times \mathbb{R}$ and $H^3 \times \mathbb{R}$, and the curvature of $S^3$ and of $H^3$ are at the ‘top’ and ‘bottom’ of the sphere.

\[
\langle (A \wedge B) (e_i \wedge e_j), e_k \wedge e_\ell \rangle = \frac{1}{2} \langle A_{ip} B_{jq} e_p \wedge e_q + B_{ip} A_{jq} e_p \wedge e_q, e_k \wedge e_\ell \rangle \\
= \frac{1}{2} (A_{ik} B_{j\ell} + A_{j\ell} B_{ik} - A_{i\ell} B_{jk} - A_{jk} B_{i\ell}) \\
= \frac{1}{2} (A \otimes B)_{ijkl}.
\]  

(11.5)

It is advantageous to define the Ricci operator $\text{Rc} : S^2(\wedge^2 V^*) \to S^2(V)$ by

\[
\langle \text{Rc}(R)(e_i), e_j \rangle = \sum_{k=1}^n \langle R(e_i \wedge e_k), e_j \wedge e_k \rangle = R_{ikjk},
\]

for all $R \in S^2(\wedge^2 V^*)$. Note that $\text{Rc}(R) = \text{Ric}$ as expected. Similarly, the scalar operator $\text{scal}$ is defined by

\[
\text{scal}(R) := \text{tr} \text{Rc}(R) = R_{ikik},
\]

for all $R \in S^2(\wedge^2 V^*)$, where $\text{scal}(R) = \text{Scal}$ as expected.

It is interesting to note:

**Proposition 11.19.** The operator $2 \text{id}_\wedge$ is the adjoint of $\text{Rc}$.

**Proof.** Using the trace norms on $S^2(V)$ and $S^2(\wedge^2 V^*)$ we compute:
\[ \langle 2 \text{id} \wedge (A), R \rangle = (2A \wedge \text{id})_{\alpha \lambda} R_{\lambda \alpha} \]
\[ = \frac{1}{4} (A \otimes \text{id})_{ij \ell k} R_{k \ell ij} \]
\[ = \frac{1}{4} (A_{ik} \delta_{j \ell} + A_{j \ell} \delta_{ik} - A_{i \ell} \delta_{jk} - A_{jk} \delta_{i \ell}) R_{k \ell ij} \]
\[ = A_{ik} \text{Ric}_{ki} \]
\[ = \langle A, \text{Rc}(R) \rangle \]

For future computations we also observe: If \( A, B \in S^2(V) \) then
\[ \langle \text{Rc}(A \wedge B)(e_i), e_j \rangle = \sum_k \langle (A \wedge B)(e_i \wedge e_k), e_j \wedge e_k \rangle \]
\[ = \frac{1}{2} (A_{ij} B_{kk} + B_{ij} A_{kk} - A_{ik} B_{kj} - B_{ik} A_{kj}) \]
\[ = \frac{1}{2} (A_{ij} \text{tr}(A) - A_{ik} B_{kj} + B_{ij} \text{tr}(A) - B_{ik} A_{kj}), \]
which implies
\[ \text{Rc}(A \wedge B) = \frac{1}{2} A(\text{tr}(B) \text{id} - B) + \frac{1}{2} B(\text{tr}(A) \text{id} - A). \]

In particular we find that
\[ \text{Rc}(A \wedge A) = \text{tr}(A) A - A^2 \quad \text{and} \quad \text{Rc}(A \wedge \text{id}) = \frac{n-2}{2} A + \frac{\text{tr}(A)}{2} \text{id}. \quad (11.6) \]

So if \( \text{tr}(A) = 0 \) then
\[ \text{Rc}(A \wedge A) = -A^2 \quad \text{and} \quad \text{Rc}(A \wedge \text{id}) = \frac{n-2}{2} A. \quad (11.7) \]

### 11.3 Decomposition of Algebraic Curvature Operators

The space of curvature operators can be decomposed in a directly analogous way to Section 3.5. By explicitly identifying \( \bigwedge^2 V^* \simeq \mathfrak{so}(n) \), there is a natural decomposition of
\[ S^2(\mathfrak{so}(n)) = \langle I \rangle \oplus \langle \text{Ric} \rangle \oplus \langle W \rangle \oplus \bigwedge^4 (\mathbb{R}^n) \]
into \( O(n) \)-invariant, irreducible, pairwise inequivalent subspaces, whenever \( n \geq 4 \). The non-trivial aspect of the statement is the irreducibility of the decomposition, however this plays only a minor role in our discussion. A detailed algebraic proof of this fact can be found in [GW09, Sect. 10.3] (one could also consult [Bes08, p. 45]).

An endomorphism \( R \in S^2(\mathfrak{so}(n)) \) satisfies the first Bianchi identity if and only if it has no component in the last factor, so we have
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\[ \text{Curv} = \langle I \rangle \oplus \langle \tilde{\text{Ric}} \rangle \oplus \langle W \rangle. \]

Now given a curvature operator \( R \in \text{Curv} \) let \( R_I, R_{\tilde{\text{Ric}}}, R_W \) denote the projections onto \( \langle I \rangle, \langle \tilde{\text{Ric}} \rangle \) and \( \langle W \rangle \) respectively, so that

\[ R = R_I + R_{\tilde{\text{Ric}}} + R_W. \]

Here, naturally, \( \langle I \rangle \) denotes the subspace generated by the identity, \( \langle \tilde{\text{Ric}} \rangle \) denote the traceless Ricci subspace and \( \langle W \rangle \) denotes the Weyl part. For such an \( R \), also define

\[ \bar{\lambda} = \frac{\text{scal}(R)}{n} \quad \text{and} \quad \sigma = \frac{\|Rc_0(R)\|^2}{n}, \]

where \( Rc_0(R) = \text{Rc}(R) - \frac{\text{scal}(R)}{n} \text{id} \).

In a direct comparison with (3.14) and (3.15), an algebraic curvature operator can be decomposed as

\[ R = \frac{\bar{\lambda}}{n-1} \text{id} \wedge \text{id} + \frac{2}{n-2} Rc_0(R) \wedge \text{id} + R_W \quad (11.8) \]

or

\[ R = \frac{-\text{scal}(R)}{(n-1)(n-2)} \text{id} \wedge \text{id} + \frac{2}{n-2} \text{Rc}(R) \wedge \text{id} + R_W. \]

**Proposition 11.20.** For any \( A \in S^2(V) \) with \( \text{tr}(A) = 0 \),

\[ A \wedge A = -\frac{\text{tr}(A^2)}{n(n-1)} \text{id} \wedge \text{id} - \frac{2}{n-2} (A^2)_0 \wedge \text{id} + (A \wedge A)_W \]

where \((A^2)_0\) is the trace-free part of \( A^2 \).

**Proof.** Using (11.8) with (11.7) one finds

\[ A \wedge A = \frac{\text{tr}(-A^2)}{n(n-1)} \text{id} \wedge \text{id} + \frac{2}{n-2} \left( -A^2 - \frac{\text{scal}(-A^2)}{n} \text{id} \right) \wedge \text{id} + (A \wedge A)_W, \]

from which the result follows. \( \square \)

**11.3.1 Schur’s Lemma.** With equation (11.8) in mind, we relate manifolds with constant sectional curvature to the decomposition of the curvature endomorphism. We will use Schur’s Lemma in the final argument discussed in Chapter 14, since we seek to deform our manifold into a space form.

**Lemma 11.21.** A Riemannian manifold \( M \) has constant sectional curvature, equal to \( \kappa_0 \), if and only if \( R = \kappa_0 \text{id} \wedge \text{id} \), where \( R \) is the curvature of \( M \).

**Proof.** Suppose, for each \( p \in M \), that \( K(\Pi) = \kappa_0 \) for all 2-planes \( \Pi \leq T_p M \). From Section 1.7.6 we have that
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\[ R(x, y, x, y) = \kappa_0(|x|^2|y|^2 - \langle x, y \rangle^2) \]
\[ = \langle \kappa_0(\text{id} \wedge \text{id})(x \wedge y), x \wedge y \rangle, \]

for any \( x, y \in T_pM \) linearly independent. By (11.5), \( \text{id} \wedge \text{id} \) has the same symmetry properties as the curvature \( R \), so uniqueness gives the result. The converse is immediate. \( \square \)

We shall say that a manifold \( M \) is isotropic if, for each \( p \in M \), the sectional curvature \( K_p(\Pi) \) is independent of the 2-plane \( \Pi \leq T_pM \). The following lemma of Schur \[11.22\] show the distinction between isotropic manifolds and manifolds of constant curvature is artificial.

**Lemma 11.22 (Schur).** Let \( M^n \) be a connected Riemannian manifold with \( n \geq 3 \). If \( K_p(\Pi) = f(p) \), for all 2-planes \( \Pi \leq T_pM \) and \( p \in M \), then \( f \) must be constant. In other words, all isotropic manifolds \( M \) have constant sectional curvature.

**Proof.** For each \( p \in M \), our hypothesis implies that

\[ R|_p(x, y, x, y) = f(p)(|x|^2|y|^2 - g(x, y)^2) \]

for all \( x, y \in T_pM \) linearly independent. So by Lemma \[11.21\] we must have \( R = \frac{1}{2} f \ g \otimes g \). In which case

\[ 2\nabla R = (\nabla f) g \otimes g + f (\nabla g) \otimes g + f g \otimes (\nabla g^t) = (\nabla f) g \otimes g, \]

since \( \nabla g \equiv 0 \). Using the second Bianchi identity for \( R \) gives

\[ 0 = (Uf)(g(W, X)g(Z, Y) - g(Z, X)g(W, Y)) \]
\[ + (Xf)(g(W, Y)g(Z, U) - g(Z, Y)g(W, U)) \]
\[ + (Yf)(g(W, U)g(Z, X) - g(Z, U)g(W, X)) \]

for all \( X, Y, W, Z, U \in \mathcal{X}(M) \).

If \( X \in T_pM \) is an arbitrary tangent vector to the manifold, then it is possible to choose \( Y \) and \( Z \) such that \( X, Y, Z \) are orthogonal (since \( \dim M \geq 3 \)). By setting \( U = Z \) at \( p \), the above equation implies that \( g(X(f)Y - Y(f)X, W) = 0 \) for all \( W \). Since \( X \) and \( Y \) are linearly independent, we have \( X(f) = Y(f) = 0 \). Since \( X \) is arbitrary, the derivative of \( f \) vanishes, and \( f \) is locally constant. Since \( M \) is connected, \( f \) is constant. \( \square \)

11.3.2 The \( Q \)-Operator and the Weyl Subspace. An important step of Böhm and Wilking is to establish the relationship between \( Q \), defined by (11.3), and the various curvature subspace discussed in the above.

**Proposition 11.23.** For any \( R \in \text{Curv} \),

\[ \text{Rc}(R^2 + R^\#)_{ij} = \text{Rc}(R)_{k\ell}R_{ikj\ell} \]
\[ \text{scal}(R^2 + R^\#) = \text{Rc}(R)_{k\ell}\text{Rc}(R)_{k\ell}. \]

In particular, if \( R \in \langle W \rangle \) then \( Q(R) = R^2 + R^\# \in \langle W \rangle \).
Proof. From Lemma \[11.10\] and \[11.11\]

\[
(R^2 + R^\#)_{ijk} = Q_{ijk} = B_{ijk} - B_{ij}^j + B_{i}^k j - B_{ij}^k j \\
= R_{piqj} R_{pkqj} - 2R_{piqj} R_{pjqk} + R_{ipkj} R_{pjkj}.
\]

By the first Bianchi identity,

\[
\sum_{p,j} R_{ipqj} R_{kqpj} = \sum_{p,j} (R_{ipqj} R_{kqpj} + R_{ipjq} R_{kjp}) = 2 \sum_{p,j} R_{ipqj} R_{kqpj}.
\]

In which case,

\[
R_{piqj} R_{pjqk} = R_{ipqj} R_{kqpj} = \frac{1}{2} R_{ipqj} R_{kqpj} = \frac{1}{2} R_{ipkj} R_{pqkj}.
\]

Thus \((R^2 + R^\#)_{ijk} = R_{ipkj} R_{pqkj} = R_{ipkj} Rc(R)_{pq}.

Now if \(R \in \langle W \rangle\) then \(Rc(R) = 0\), so \(Rc(R^2 + R^\#)_{ik} = R_{ipkj} Rc(R)_{pq} = 0\) and \(\text{scal}(R^2 + R^\#) = 0\). Hence \(R^2 + R^\# \in \langle W \rangle\). □

**Proposition 11.24.** If \(R \in \langle \tilde{\text{Ric}} \rangle\) and \(S \in \langle W \rangle\) then \(Q(R, S) \in \langle \tilde{\text{Ric}} \rangle\).

Proof. For \(S, W \in \langle W \rangle\) and \(R \in \langle \tilde{\text{Ric}} \rangle\), it suffices to show:

\[
\text{tri}(S, R, W) = 0 \\
\text{tri}(S, R, I) = 0
\]

To prove the first, recall that \text{tri} is totally symmetric, so that \(\text{tri}(S, R, W) = \text{tri}(W, S, R)\). By Proposition \[11.23\] \(S + W + (S + W)^\# \in \langle W \rangle\) and so \(WS + SW + 2W#S \in \langle W \rangle\). Therefore as \(R \in \langle \tilde{\text{Ric}} \rangle\),

\[
0 = \langle WS + SW + 2W#S, R \rangle = \text{tr}((WS + SW + 2W#S)R) = \text{tri}(W, S, R).
\]

To prove the second, we find that

\[
\text{tri}(S, R, I) = \text{tri}(S, I, R) = 2\text{tr}((S + S#I)R) = 0,
\]

where the last equality is due to Lemma \[11.25\] below.

Since the identities can be rewritten as

\[
\langle SR + RS + 2R#S, W \rangle = 0 \\
\langle SR + RS + 2R#S, I \rangle = 0
\]

one must have \(SR + RS + 2S#R \in \langle \tilde{\text{Ric}} \rangle\). The result now follows. □
11.3.3 Algebraic Lemmas of Böhm and Wilking. For the computation purposes of the next section, it is necessary to examine the following lemmas of [BW08, Sect. 2].

**Lemma 11.25.** For $R \in \text{Curv}$,

$$R + R#I = (n - 1)R_I + \frac{n - 2}{2}R_{\text{Ric}} = \text{Ric} \wedge \text{id}.$$  

**Remark 11.26.** The lemma implies $Q(R, I) = R + R#I$ has no Weyl part, i.e. $(R + R#I)_W = 0$.

**Proof.** By Lemma 11.16,

$$(R#I)_{ijkl} = R_{ipkq}I_{jpq} - R_{ipq}I_{jpq} = R_{ipkq}\delta_{ij} - R_{ipq}\delta_{ij} - R_{ipq}\delta_{jk} - R_{ijk\ell}$$

since $I_{ijkl} = \langle I(e_i \wedge e_j), e_k \wedge e_\ell \rangle = \langle e_i \wedge e_j, e_k \wedge e_\ell \rangle = \delta_{ik}\delta_{j\ell} - \delta_{i\ell}\delta_{jk}$. Using this we find that

$$(\text{Ric} \wedge \text{id})_{ijkl} = \frac{1}{2}(\text{Ric}_{ik}\delta_{j\ell} + \text{Ric}_{j\ell}\delta_{ik} - \text{Ric}_{i\ell}\delta_{jk} - \text{Ric}_{jk}\delta_{i\ell})$$

$$= \frac{1}{2}((R + R#I)_{ijkl} - (R + R#I)_{jik\ell})$$

$$= R_{ijkl} + (R#I)_{ijkl},$$

where the last equality is due to

$$(R#I)_{ijkl} = (R#I)_{ijkl} = -(R#I)_{ijk\ell} = -(R#I)_{jik\ell}. \quad \Box$$

We say a curvature operator $R$ is of *Ricci type* if $R = R_I + R_{\text{Ric}}$, i.e. $R_W = 0$.

**Lemma 11.27.** If $R \in \text{Curv}$ be a curvature operator of Ricci type, then

$$R^2 + R^\# = \frac{1}{n - 2}\overset{\circ}{\text{Ric}} \wedge \overset{\circ}{\text{Ric}} + \frac{2\overset{\circ}{\lambda}}{n - 1}\overset{\circ}{\text{Ric}} \wedge \text{id} - \frac{2}{(n - 2)^2}(\overset{\circ}{\text{Ric}}^2)_0 \wedge \text{id}$$

$$+ \left(\frac{\overset{\lambda}{2}}{n - 1} + \frac{\sigma}{n - 2}\right)I.$$  

**Proof.** Recall that $R_I = \frac{\overset{\lambda}{2}}{n - 1}I$ and $R_0 := R_{\overset{\circ}{\text{Ric}}} = \frac{2}{n - 2}\overset{\circ}{\text{Ric}} \wedge \text{id}$, so that
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\[ R^2 + R^\# = (R_I + R_0)^2 + (R_I + R_0)^\# \]
\[ = R_0^2 + R_0^\# + R_I^2 + R_I^\# + 2(R_I R_0 + R_I R_0^\#) \]
\[ = R_0^2 + R_0^\# + \frac{\lambda^2}{(n-1)^2} (I + I^\#) + \frac{2\lambda}{n-1} (R_0 + R_0^\# I). \]

As the last two summands are known by Lemma 11.25, it suffices to show:

Claim 11.28.

\[ R_0^2 + R_0^\# = \frac{1}{n-2} \tilde{\text{Ric}} \wedge \tilde{\text{Ric}} - \frac{2}{(n-2)^2} (\tilde{\text{Ric}}^2)_0 \wedge \text{id} + \frac{\sigma}{n-2} I \]

To prove this claim, choose an orthonormal basis \((e_i)_{i=1}^n\) of eigenvectors of \(\tilde{\text{Ric}}\) with corresponding eigenvalues \((\lambda_i)_{i=1}^n\). The curvature operator \(R_0\) is diagonal with respect to \((e_i \wedge e_j)_{i<j}\), with eigenvalues given by

\[ R_0(e_i \wedge e_j) = \frac{1}{n-2} (\tilde{\text{Ric}}(e_i) \wedge e_j + e_i \wedge \tilde{\text{Ric}}(e_j)) = \frac{\lambda_i + \lambda_j}{n-2} e_i \wedge e_j. \]

On the left-hand side of the claim this implies that

\[ R_0^2(e_i \wedge e_j) = \left( \frac{\lambda_i + \lambda_j}{n-2} \right)^2 e_i \wedge e_j. \]

Furthermore, with

\[ (R_0)_{ijkl} = \langle R_0(e_i \wedge e_j), e_k \wedge e_\ell \rangle = \frac{\lambda_i + \lambda_j}{n-2} (\delta_{ik} \delta_{j\ell} - \delta_{ij} \delta_{k\ell}) \]

and Lemma 11.16, one has

\[ R_0^\#(e_i \wedge e_j) = \frac{1}{2} (R_0^\#)_{ijkl} e_k \wedge e_\ell \]
\[ = \frac{1}{2} (R_0)_{ipkq}(R_0)_{jp\ell q} e_k \wedge e_\ell - (k \leftrightarrow \ell) \]
\[ = \frac{1}{2} \sum_{p,q} \frac{\lambda_i + \lambda_p}{n-2} \frac{\lambda_j + \lambda_p}{n-2} \left( \delta_{ik} \delta_{pq} - \delta_{iq} \delta_{pk} \right) \left( \delta_{j\ell} \delta_{pq} - \delta_{jq} \delta_{p\ell} \right) e_k \wedge e_\ell \]
\[ - (k \leftrightarrow \ell) \]
\[ = \frac{1}{2} \left( \sum_{p} \frac{\lambda_i + \lambda_p}{n-2} \frac{\lambda_j + \lambda_p}{n-2} e_i \wedge e_j \right) \]
\[ - \frac{\lambda_i + \lambda_j}{n-2} \frac{\lambda_j + \lambda_p}{n-2} e_i \wedge e_j - \frac{\lambda_i + \lambda_i}{n-2} \frac{\lambda_j + \lambda_i}{n-2} e_i \wedge e_j \right) - (k \leftrightarrow \ell) \]
\[ = \sum_{p \neq i,j} \frac{\lambda_i + \lambda_p}{n-2} \frac{\lambda_j + \lambda_p}{n-2} e_i \wedge e_j. \]
Meanwhile, on the right-hand side one finds that
\[
((\hat{\text{Ric}}^2)_0 \wedge \text{id})(e_i \wedge e_j) = \frac{1}{2}((\hat{\text{Ric}}^2)_0(e_i) \wedge e_j + e_i \wedge (\hat{\text{Ric}}^2)_0(e_j))
\]
\[
= \frac{\lambda_i^2 + \lambda_j^2 - 2\sigma}{2} e_i \wedge e_j,
\]
since \((\hat{\text{Ric}}^2)_0(e_i) = (\hat{\text{Ric}}^2(e_i) - \sigma)e_i = (\lambda_i^2 - \sigma)e_i\). From this, we see that
\[
\left(\frac{1}{n-2} \hat{\text{Ric}} \wedge \hat{\text{Ric}} - \frac{2}{(n-2)^2} (\hat{\text{Ric}}^2)_0 \wedge \text{id} + \frac{\sigma}{n-2} F\right)(e_i \wedge e_j)
\]
\[
= \left(\frac{\lambda_i \lambda_j}{n-2} + \frac{n\sigma - \lambda_i^2 - \lambda_j^2}{(n-2)^2}\right) e_i \wedge e_j.
\]

Since \(\lambda_k\) is the \(k\)-th eigenvalue of the traceless Ricci tensor \(\hat{\text{Ric}}\), the sum \(\sum_k \lambda_k\) is the trace (which is zero). Hence
\[
\sum_{k \neq i, j} \lambda_k = -\lambda_i - \lambda_j
\]
\[
\sum_{k \neq i, j} \lambda_k^2 = n\sigma - \lambda_i^2 - \lambda_j^2.
\]

Thus we find that
\[
\left(\frac{\lambda_i + \lambda_j}{n-2}\right)^2 + \sum_{p \neq i, j} \frac{\lambda_i + \lambda_p \lambda_j + \lambda_p}{n-2} = \frac{1}{(n-2)^2} ((n-2)\lambda_i \lambda_j + n\sigma - \lambda_i^2 - \lambda_j^2)
\]
from which the claim is proved. \(\square\)

11.4 A Family of Transformations for the Ricci flow

So far we have established the relationship between curvature conditions preserved by the Ricci flow and convex subsets of the vector space Curv which the vector field \(Q\) points into. We call such a set a pres\emph{erved set}, and in particular a cone which is preserved is called a pres\emph{erved cone}. We seek to find a whole family of preserved convex cones interpolating between a given initial cone \(C\) and the ‘degenerate’ cone consisting of constant positive sectional curvature operators. This is done by considering an appropriate linear transformation of Curv which maps the cone \(C\) to a new one. We show that the new cone is preserved if and only if the vector field \(Q\) pulls back by the given transformation to a vector field which points into \(C\). So if the original cone \(C\) is preserved by the Ricci flow, in the sense that \(Q\) points into it, then it suffices to show that the difference between \(Q\) and the pulled back
vector field points into $C$. It is this difference which we explicitly compute in Theorem 11.32 and hence control in the next chapter.

The question remains as to what transformation will work. Since we want to map convex $O(n)$-invariant cones to convex $O(n)$-invariant cones, it makes sense to consider linear maps $l : \text{Curv} \to \text{Curv}$ which are $O(n)$-equivariant, so that $l(G(R)) = G(l(R))$ for all $G \in O(n)$ and $R \in \text{Curv}$. The equivariance implies that every eigenspace of $l$ is $O(n)$-invariant and hence is a direct sum of irreducible components of $\text{Curv}$. The image and kernel of $l$ on each component is again invariant, and the components are pairwise inequivalent, so the only possibility is that $l$ maps each irreducible component either to zero or to itself. Since the eigenspaces of $l$ are invariant subspaces, $l$ is necessarily a real multiple of the identity on each component.

With this insight, a na"ıve idea would be to consider a linear transformation $l_c(R) = R + cR_I$ which magnifies only the scalar curvature part. It is easy to see that $l_c(C)$ converges to $\mathbb{R}^+I$ whenever $c \to \infty$ (since $\frac{1}{c}l_c(R) \to R_I$ as $c \to \infty$). However, it is not true in general that the vector field $Q(R)$ points into these cones. It turns out to be important to allow a more general family of linear operators, to give more freedom to select a family of transformations which have the required behaviour (in fact, since scalings of a cone do not change it, the family defined below are in effect all of the $O(n)$-invariant linear transformations of $\text{Curv}$, though it is convenient to choose the overall scaling to leave the Weyl part unchanged):

**Definition 11.29.** For any $a, b \in \mathbb{R}$, define the $O(n)$-invariant linear transformation $l_{a,b} : \text{Curv} \to \text{Curv}$ by

$$l_{a,b}(R) = R + 2(n - 1)aR_I + (n - 2)bR_{\text{Ric}}.$$  \hspace{1cm} (11.9)

**Remark 11.30.** Note that each transformation $l_{a,b}$ preserves the Weyl part and is a multiple of the identity on each of the other two irreducible components. By the decomposition (11.8), the transformation can be rewritten as

$$l_{a,b}(R) = (1 + 2(n - 1)a)R_I + (1 + (n - 2)b)R_{\text{Ric}} + R_W.$$  

It is easy to see that $l_{0,0}(R) = R$ and $l_{a,b}$ is invertible provided both $a \neq -\frac{1}{2(n-1)}$ and $b \neq -\frac{1}{n-2}$ (we will always assume this is the case). Note if $a \to \infty$ while $b/a \to 0$, $l_{a,b}(R)/|l_{a,b}(R)| \to I/|I|$ with $\text{scal}(R) > 0$, so $l_{a,b}(C)$ converges to the line of positive constant sectional curvature operators.

B"ohm and Wilking work with these transformations by bringing the dynamics back to the original cone $C$. Thus we need to determine the vector field obtained by pulling back the vector field $Q$ from the transformed cone $l_{a,b}(C)$ to $C$. This is given by a vector field $X_{a,b}$ defined as follows:

---

7 Since eigenspaces can be complex, we must use the fact that the complexifications of our real irreducible representations are irreducible representations of $O(n, \mathbb{C})$, and so have no nontrivial invariant complex subspaces. See [GW09, Sect. 10.3.2] for details.
\[ X_{a,b}(R) = l_{a,b}^{-1}(l_{a,b}(R)^2 + l_{a,b}(R)^\#) \]
\[ = (l_{a,b}^{-1} \circ Q \circ l_{a,b})(R). \quad (11.10) \]

The difference, denoted by \( D_{a,b} \), between \( X_{a,b} \) and the original vector field for the Ricci flow is defined by

\[ D_{a,b}(R) = (l_{a,b}^{-1} \circ Q \circ l_{a,b})(R) - Q(R) = X_{a,b}(R) - Q(R). \]

From this we find that:

**Lemma 11.31.** The vector field \( Q \) strictly points into \( l_{a,b}(C) \) (in the sense of Definition 6.12) if and only if the vector field \( X_{a,b} \) strictly points into \( C \).

**Proof.** Note that \( \partial(l_{a,b}C) = l_{a,b}(\partial C) \), so that points in \( \partial(l_{a,b}C) \) have the form \( l_{a,b}R \) for some \( R \in \partial C \). By definition, \( Q \) strictly points into \( l_{a,b}(C) \) if for any \( l_{a,b}R \in \partial l_{a,b}(C) \) we have \( Q(l_{a,b}R) \in \text{Int}(\mathcal{T}_{l_{a,b}R}l_{a,b}(C)) \). Now

\[ \mathcal{T}_{l_{a,b}(R)}(l_{a,b}C) = \bigcup_{h>0} h^{-1}(l_{a,b}C - l_{a,b}R) \]
\[ = l_{a,b}\left( \bigcup_{h>0} h^{-1}(C - R) \right) \]
\[ = l_{a,b}(\mathcal{T}RC), \]

and the same holds for the interiors. Thus

\[ Q(l_{a,b}R) \in \text{Int}(\mathcal{T}_{l_{a,b}R}l_{a,b}(C)) \quad \text{if and only if} \quad l_{a,b}^{-1}(Q(l_{a,b}R)) \in \text{Int}(\mathcal{T}RC) \]

which says precisely that \( X_{a,b}(R) \) points strictly into \( C \). \( \square \)

The idea now is as follows: Suppose we know that \( C \) is preserved by Ricci flow, in the sense that the vector field \( Q \) points into \( C \). We want \( X_{a,b} = Q + D_{a,b} \) to point strictly into \( C \), so it suffices to prove that \( D_{a,b} \) points strictly into \( C \).

The miraculous discovery of Böhm and Wilking is that the operator \( D_{a,b}(R) \) is independent of the Weyl component of \( R \), and so can be simply computed in terms of the eigenvalues of the Ricci curvature of \( R \). This greatly simplifies the task of understanding how \( R^2 + R^\# \) changes under the linear map \( l_{a,b} \).

**Theorem 11.32 (Main Formula for \( D_{a,b} \)).** For any \( a, b \in \mathbb{R} \),

\[ D_{a,b}(R) = \left((n-2)b^2 - 2(a-b))\hat{\text{Ric}} \wedge \hat{\text{Ric}} + 2a \text{Ric} \wedge \text{Ric} + 2b^2 \hat{\text{Ric}}^2 \wedge \text{id} \right) + \frac{\text{tr}(\hat{\text{Ric}}^2)}{n + 2n(n-1)a} \left(nb^2(1-2b) - 2(a-b)(1-2b + nb^2)\right)I. \]
Proof. We first establish that $D_{a,b}(R)$ is independent of the Weyl part of $R$.

The precise form of $D_{a,b}(R)$ can then be explicitly computed from the Weyl free part of $R$.

Claim 11.33. The algebraic curvature operator $D_{a,b}(R)$ is independent of the Weyl component of $R$. That is,

$$D_{a,b}(R + S) = D_{a,b}(R)$$

for all $S \in \langle W \rangle$ and $R \in \text{Curv}$.

Proof of Claim. First we note that if $S \in \langle W \rangle$ then $l_{a,b}(S) = S$, and hence

$$D_{a,b}(S) = l_{a,b}^{-1}Q(S) - Q(S) = 0 \quad (11.11)$$

since $Q(S) \in \langle W \rangle$ by Proposition 11.23. We view $D = D_{a,b}$ as a quadratic form in $R$, and let

$$B(R, S) := \frac{1}{4}(D(R + S) - D(R - S)) = l_{a,b}^{-1}Q(l_{a,b}(R), S) - Q(R, S)$$

be the corresponding bilinear form.

It suffices to show $B(R, S) = 0$ for all $S \in \langle W \rangle$ and $R \in \text{Curv}$: In this case $D(R + S) - D(R) = (D(R) + 2B(R, S) + D(S)) - D(R) = 0$, since $D(S) = 0$ for any $S \in \langle W \rangle$ by (11.11).

We fix $S = W \in \langle W \rangle$ and prove $B(S, \cdot) = 0$ by considering $B(R, S)$ for $R$ in each of the $O(n)$-irreducible components of Curv:

1. Suppose $R \in \langle W \rangle$. Then by (11.11) we have $D(R + S) = D(R - S) = 0$, so $B(R, S) = 0$.
2. When $R = I$ is the identity, $l_{a,b}(I) = (1 + 2(n - 1)a)I =: (1 + \alpha)I$ by Definition 11.29, so

$$B(W, I) = l_{a,b}^{-1}((1 + \alpha)Q(I, W)) - Q(I, W).$$

However we have by the polarisation identity

$$Q(I, W) = \frac{1}{4}(Q(R + I) - Q(R - I))$$

$$= \frac{1}{4}((W + I)^2 + (W + I)^\# - (W - I)^2 - (W - I)^\#)$$

$$= (W + W^\#I),$$

which vanishes by Lemma 11.25.

3. It remains to consider the case when $R \in \langle \text{Ric} \rangle$. From the definition of $B(W, R)$ it suffices to prove that $Q(W, l(R)) = l(Q(W, R)$. To do this, note that since $R \in \langle \text{Ric} \rangle$, we have $l(R) = (1 + (n - 2)b)R =: (1 + \beta)R$ by Definition 11.29, and so
\[ Q(W, l(R)) = (1 + \beta)Q(W, R) = l(Q(W, R)), \]

since \( Q(W, R) \in (\overset{\circ}{\text{Ric}}) \) by Proposition 11.24.

This completes the proof that \( Q(W, \cdot) = 0 \), and hence that \( D(R) \) is independent of the Weyl part of \( R \). \[ \square \]

Now we can compute the proof of Theorem 11.32 by assuming that \( R_W = 0 \), so that \( R = R_I + R_{\overset{\circ}{\text{Ric}}} \). Let \( \alpha = 2(n - 1)a \), \( \beta = (n - 2)b \) and \( R_0 = R_{\overset{\circ}{\text{Ric}}} = \frac{2}{n-2} \overset{\circ}{\text{Ric}} \wedge \text{id} \) so that

\[ l_{a,b}(R) = \left( \frac{1 + \alpha}{n-1} \right) I + (1 + \beta)R_0. \]

Using this with Lemma 11.25 yields

\[ D_{a,b}(R) = l_{a,b}^{-1} \left( \frac{(1 + \alpha)^2 \overset{\circ}{\lambda}^2}{(n-1)^2} (I^2 + I \# I) + \frac{2(1 + \alpha)(1 + \beta) \overset{\circ}{\lambda}}{n-1} (R_0 + I \# R_0) \right. \\
+ \left. (1 + \beta)^2 (R_0^2 + R_0^\#) \right) - Q(R) \]

\[ = l_{a,b}^{-1} \left( \frac{(1 + \alpha)^2 \overset{\circ}{\lambda}^2}{n-1} I + \frac{2(1 + \alpha)(1 + \beta) \overset{\circ}{\lambda}}{n-1} \overset{\circ}{\text{Ric}} \wedge \text{id} \right. \\
+ \left. (1 + \beta)^2 Q(R_0) \right) - Q(R). \]

By Proposition 11.20 with \( A = \overset{\circ}{\text{Ric}} \), we have

\[ \overset{\circ}{\text{Ric}} \wedge \overset{\circ}{\text{Ric}} = \frac{-\sigma}{n-1} I - \frac{2}{n-2} (\overset{\circ}{\text{Ric}}^2)_0 \wedge \text{id} + (\overset{\circ}{\text{Ric}} \wedge \overset{\circ}{\text{Ric}})_W. \quad (11.12) \]

So by Claim 11.28 we get

\[ Q(R_0) = \frac{1}{n-2} \overset{\circ}{\text{Ric}} \wedge \overset{\circ}{\text{Ric}} - \frac{2}{(n-2)^2} (\overset{\circ}{\text{Ric}}^2)_0 \wedge \text{id} + \frac{\sigma}{n-2} I \]

\[ = \frac{\sigma}{n-1} I - \frac{4}{(n-2)^2} (\overset{\circ}{\text{Ric}}^2)_0 \wedge \text{id} + \frac{1}{n-2} (\overset{\circ}{\text{Ric}} \wedge \overset{\circ}{\text{Ric}})_W. \]

In this form we know how \( l_{a,b}^{-1} \) acts on each term. Also, by Lemma 11.27 we have

\[ Q(R) = \left( \frac{\overset{\circ}{\lambda}^2}{n-1} + \frac{\sigma}{n-2} \right) I + \frac{2 \overset{\circ}{\lambda}}{n-1} \overset{\circ}{\text{Ric}} \wedge \text{id} \]

\[ + \frac{1}{n-2} \overset{\circ}{\text{Ric}} \wedge \overset{\circ}{\text{Ric}} - \frac{2}{(n-2)^2} (\overset{\circ}{\text{Ric}}^2)_0 \wedge \text{id}. \]

Using these formulas for \( Q(R_0) \) and \( Q(R) \) with the fact that \( l_{a,b}^{-1}(R) = \frac{1}{1+\alpha} \frac{\overset{\circ}{\lambda}}{n-1} I + \frac{1}{1+\beta} R_0 \) results in
\[
D_{a,b}(R) = \frac{(1+\alpha)^2\bar{\lambda}^2}{n-1} l_{a,b}^{-1}(I) + \frac{2(1+\alpha)(1+\beta)\bar{\lambda}}{n-1} l_{a,b}^{-1}(\bar{\text{Ric}} \wedge \text{id}) \\
+ (1+\beta)^2 l_{a,b}(Q(R)) - Q(R) \\
= \frac{(1+\alpha)\bar{\lambda}^2}{n-1} I + \frac{2(1+\alpha)\bar{\lambda}}{n-1} \text{Ric} \wedge \text{id} \\
+ \frac{(1+\beta)^2}{1+\alpha} \frac{\sigma}{n-1} I - \frac{4(1+\beta)}{(n-2)^2} (\bar{\text{Ric}}^2)_0 \wedge \text{id} + \frac{(1+\beta)^2}{n-2} (\bar{\text{Ric}} \wedge \bar{\text{Ric}})_W \\
- \left( \frac{\bar{\lambda}^2}{n-1} + \frac{\sigma}{n-2} \right) I - \frac{2\bar{\lambda}}{n-1} \bar{\text{Ric}} \wedge \text{id} \\
- \frac{1}{n-2} \bar{\text{Ric}} \wedge \bar{\text{Ric}} + \frac{2}{(n-2)^2} (\bar{\text{Ric}}^2)_0 \wedge \text{id}.
\]

Substituting \((\bar{\text{Ric}} \wedge \bar{\text{Ric}})_W\) from (11.12) and simplifying gives

\[
D_{a,b}(R) = \frac{\alpha \bar{\lambda}^2}{n-1} I + \frac{2\alpha \bar{\lambda}}{n-1} \text{Ric} \wedge \text{id} + \frac{2\beta + \beta^2}{n-2} \bar{\text{Ric}} \wedge \bar{\text{Ric}} \\
+ \frac{2\beta^2}{(n-2)^2} (\bar{\text{Ric}}^2)_0 \wedge \text{id} + \left( \frac{(1+\beta)^2}{1+\alpha} - \frac{n-1}{n-2} + \frac{1+\beta^2}{n-2} \right) \frac{\sigma}{n-1} I \\
= \frac{\alpha}{n-1} (\text{Ric} \wedge \text{Ric} - \bar{\text{Ric}} \wedge \bar{\text{Ric}}) + \frac{2\beta + \beta^2}{n-2} \bar{\text{Ric}} \wedge \bar{\text{Ric}} \\
+ \frac{2\beta^2}{(n-2)^2} (\bar{\text{Ric}}^2)_0 \wedge \text{id} + \left( \frac{(1+\beta)^2}{1+\alpha} - 1 + \frac{2\beta + \beta^2}{n-2} \right) \frac{\sigma}{n-1} I.
\]

since \(\text{Ric} \wedge \text{Ric} - \bar{\text{Ric}} \wedge \bar{\text{Ric}} = \bar{\lambda}^2 I + 2\bar{\lambda} \bar{\text{Ric}} \wedge \text{id}\). Substituting \(a\) and \(b\) back in for \(\alpha\) and \(\beta\) together with \((\bar{\text{Ric}}^2)_0 = \bar{\text{Ric}}^2 - \sigma \text{id}\) and \(\text{tr}(\bar{\text{Ric}}^2) = n\sigma\) gives the desired equation. \(\square\)

**Corollary 11.34 (Eigenvalues of \(D_{a,b}\) and \(\text{Rc}(D_{a,b})\)).** Suppose \((e_i)_{i=1}^n\) is an orthonormal basis of eigenvectors corresponding to the eigenvalues \((\lambda_i)_{i=1}^n\) of \(\bar{\text{Ric}}\). Then \(e_i \wedge e_j\), for \(i < j\), is an eigenvector of \(D_{a,b}(R)\) corresponding to the eigenvalue

\[
d_{ij} = ((n-2)b^2 - 2(a-b))\lambda_i \lambda_j + 2a(\bar{\lambda} + \lambda_i)(\bar{\lambda} + \lambda_j) + b^2(\lambda_i^2 + \lambda_j^2) \\
+ \frac{\sigma}{1+2(n-1)a} (nb^2(1-2b) - 2(a-b)(1-2b + nb^2)).
\]

(11.13)

Furthermore, \(e_i\) is an eigenvector of \(\text{Rc}(D_{a,b}(R))\) with eigenvalue

\[
r_i = -2b\lambda_i^2 + 2a\bar{\lambda}(n-2)\lambda_i + 2a(n-1)\bar{\lambda}^2 \\
+ \frac{\sigma}{1+2(n-1)a} (n^2b^2 - 2(n-1)(a-b)(1-2b)).
\]

(11.14)

**Remark 11.35.** Notice that \(\lambda_i + \bar{\lambda}\) are the eigenvalues of the Ricci tensor \(\text{Ric}\).
Proof. Choose an orthonormal basis \((e_i)_{i=1}^n\) of eigenvectors of \(\hat{\text{Ric}}\) with corresponding eigenvalues \((\lambda_i)_{i=1}^n\). By (11.4) we find that 
\[
(\hat{\text{Ric}} \wedge \hat{\text{Ric}})(e_i \wedge e_j) = \lambda_i \lambda_j e_i \wedge e_j,
\]
\[
(\hat{\text{Ric}}^2 \wedge \text{id})(e_i \wedge e_j) = \frac{1}{2}(\lambda_i^2 + \lambda_j^2) e_i \wedge e_j,
\]
and 
\[
(\hat{\text{Ric}} \wedge \hat{\text{Ric}})(e_i \wedge e_j) = (\lambda_i + \bar{\lambda})(\lambda_j + \bar{\lambda}) e_i \wedge e_j.
\]
From this it easily follows that \(e_i \wedge e_j\) is an eigenvector of \(D_{a,b}(R)\) with eigenvalue \(d_{ij}\) given by (11.13).

For the second expression, using (11.6), (11.7) and (11.5) we find that 
\[
\text{Rc}(\hat{\text{Ric}} \wedge \hat{\text{Ric}}) = (n-1)\bar{\lambda}^2 \text{id} + (n-2)\bar{\lambda} \text{Ric} - \text{Ric}^2,
\]
\[
\text{Rc}(\text{id} \wedge \text{id}) = (n-1)\text{id},
\]
\[
\text{Rc}(\hat{\text{Ric}} \wedge \hat{\text{Ric}}) = -\hat{\text{Ric}}^2,
\]
and 
\[
\text{Rc}(\hat{\text{Ric}}^2 \wedge \text{id}) = (\frac{n}{2} - 1) \hat{\text{Ric}}^2 + \frac{n\sigma}{2} \text{id}.
\]
From which we have
\[
\text{Rc}(D_{a,b}(R)) = -2b \text{Ric}^2 + 2(n-2)a \bar{\lambda} \hat{\text{Ric}} + 2(n-1)a \bar{\lambda}^2 \text{id}
\]
\[
+ \frac{2(n-1)b + (n-2)^2b^2 - 2(n-1)a(1-2b)}{1 + 2(n-1)a} \sigma \text{id}
\]
So by the same diagonalisation argument for \(\hat{\text{Ric}},\) (11.14) follows. \qed
Chapter 12
The Cone Construction of Böhm and Wilking

12.1 New Invariant Sets

In this section the remarkable formulae derived in the previous section, particularly the identities (11.13) and (11.14), will be applied to construct a family of cones preserved by the Ricci flow. We follow the argument presented by Böhm and Wilking who applied it to produce a family of preserved cones interpolating between the cone of positive curvature operators and the line of constant positive curvature operators. The construction applies much more generally, so that given any preserved cone satisfying a few conditions, there is a family of cones linking that one to the ray of constant positive curvature operators. As we will see, this is a crucial step in proving that solutions the Ricci flow converge to spherical space forms.

Definition 12.1 (Pinching Family of Convex Cones). We call a continuous family \( C(s) \subset \text{Curv} \) of top-dimensional closed convex cones, parametrised by \( s \in [0, \infty) \), a pinching family (with respect to the vector field \( Q(R) = R^2 + R^\# \)) if

1. \( C(s) \) is an \( O(n) \)-invariant cone for each \( s \geq 0 \);
2. Each \( R \in C(s) \setminus \{0\} \) has positive scalar curvature;
3. \( Q(R) \) strictly points into \( C(s) \) at every point \( R \in \partial C(s) \setminus \{0\} \), for all \( s > 0 \);
4. \( C(s) \) converges (in compact sets in the Hausdorff topology) to the one-dimensional cone \( \mathbb{R}^+I \) as \( s \to \infty \).

The motivation for making this definition comes from previous work, particularly that by Hamilton [Ham82b] in which he proved that the cones

\[
C(s)_{s \in [0,1]} = \left\{ R \in S^2(\mathfrak{so}(3)) : \text{Ric} \geq s \frac{\text{tr Ric}}{3} \text{id} \right\}
\]

Recall that this means \( Q(R) \) is in the interior of the tangent cone \( T_R C(s) \).
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are preserved by Ricci flow, so that compact manifolds with positive Ricci maintain a bound on the ratio of the eigenvalues of the Ricci curvature as long as the solution exists. This provides a continuous family of closed convex cones with $C(0)$ equal to the cone of 3-dimensional curvature operators with nonnegative Ricci curvature, and $C(1)$ equal to the cone of constant positive curvature.

12.1.1 Initial Cone Assumptions. We will assume that we have an initial preserved closed convex cone $C(0)$ which is $O(n)$-invariant, contained in the cone of positive sectional curvature, and contains the cone of positive curvature operators. We will show that:

Theorem 12.2. There exists a pinching family $C(s)$, for $0 \leq s < \infty$, of closed convex cones starting at the cone $C(0)$.

The construction uses the identities proved in the previous chapter to produce a pinching family of cones, given by applying the operators $l_{a,b}$ (for carefully chosen $a$ and $b$) to the intersection of $C(0)$ with a cone of operators with pinched Ricci tensor (defined by a pinching ratio $p$). The definition of this family is in two stages: The first increases $b$ to a critical value, and the second increases $a$ to infinity (thus, as discussed in Remark 11.30, the family of cones approaches the line of positive constant curvature as $s \to \infty$).

Lemma 12.3. For $s \in [0, \frac{1}{2}]$, let

\[
a = \frac{(n - 2)s^2 + 2s}{2 + 2(n - 2)s^2}, \quad b = s, \quad p = \frac{(n - 2)s^2}{1 + (n - 2)s^2}.
\]

Then the vector field $Q$ points strictly into the cone

\[C(s) = l_{a,b} \left( \left\{ R \in \text{Curv} : R \in C(0), \text{Ric} \geq p \frac{\text{tr Ric}}{n} \right\} \right)\]

for $0 < s \leq \frac{1}{2}$.

Proof. By Lemma 11.31, we must prove that the vector field $X_{a,b}$ points strictly into the untransformed cone $C(0) \cap C_p$ at any non-zero boundary point $R$, where

\[C_p = \left\{ R \in \text{Curv} : \text{Ric} \geq p \frac{\text{tr Ric}}{n} \right\}.
\]

That is, we must check that $X_{a,b}(R)$ is in the interior of the tangent cone $T_R(C(0) \cap C_p)$. By Theorem B.7, it suffices to check that $X_{a,b}(R) \in T_R C(0)$ for $R \in \partial C(0) \cap C_p$, and that $X_{a,b}(R) \in T_R C_p$ for $R \in \partial C_p \cap C(0)$. We consider these two cases in turn:

1. The boundary of $C(0)$: Suppose $R \in \partial C(0) \cap C_p$. By assumption $C(0)$ contains the cone $C_+$ of positive curvature operators, and hence $R + C_+ \subset C(0)$, and so
Since we know by assumption that $Q$ points into $C(0)$, it suffices to prove that $D_{a,b}$ strictly points into $C(0)$, and for this it suffices to prove that $D_{a,b}$ is in $C_+$. We can do this by checking the positivity of the eigenvalues of $D_{a,b}$ (given by Corollary 11.34).

As $R \in C_p$, we have the following estimate for the eigenvalues of $\text{Ric}_0$:

$$\lambda_i \geq - (1 - p)\bar{\lambda}.$$ 

Next observe with our parametrisation that

$$2(a - b) = \frac{1 - 2b}{1 + (n - 2)b^2} (n - 2)b^2$$

and

$$(n - 2)b^2 + 2b = \frac{2a}{1 - p}.$$ 

In which case Corollary 11.34 implies that

$$d_{ij} = \left(\frac{2a}{1 - p} - 2a\right)\lambda_i\lambda_j + 2a(\lambda_i + \bar{\lambda})(\lambda_j + \bar{\lambda}) + b^2(\lambda_i^2 + \lambda_j^2)$$

$$+ \frac{(1 - 2b)b}{1 + (n - 1)a} \left( nb^2 - \frac{(n - 2)b^2}{1 + (n - 2)b^2} (1 - 2b + nb^2) \right)$$

$$= 2a \left( \frac{1}{1 - p} \lambda_i \lambda_j + (1 - p)\bar{\lambda}^2 + (\lambda_i + \lambda_j)\bar{\lambda} \right) + 2ap\bar{\lambda}^2 + b^2(\lambda_i + \lambda_j^2)$$

$$+ \frac{2(1 - 2b)b^2}{1 + (n - 1)a} \frac{1 - (n - 2)b}{1 - (n - 2)b^2}$$

$$> \frac{2a}{1 - p} (\lambda_i + (1 - p)\bar{\lambda})(\lambda_j + (1 - p)\bar{\lambda})$$

$$\geq 0$$

since $0 \leq b \leq 1/2$ and $\lambda_i + \bar{\lambda} \geq p\bar{\lambda}$.

2. The boundary of $C_p$: The cone $C_p$ may be given as an intersection of half-spaces in the following way (compare the general construction in Section 11.1.2):

$$C_p = \bigcap_{O \in \mathcal{O}(n)} \left\{ R \in \text{Curv} : \ell(R^O) \leq 0 \right\}$$

where $\ell(R) = p \frac{\text{scal}(R)}{n} - \text{Rc}(R)(e_1, e_1)$. By symmetry we can assume that we are working at a boundary point $R$ with $\ell(R) = 0$ and $R \in C(0)$, and by Theorem 13.7, it is sufficient to prove that $\ell(X_{a,b}(R)) < 0$ (for $R \neq 0$).

Since $\ell(R^O) \leq 0$ for all $O$ we have $\lambda_i + \bar{\lambda} \geq p\bar{\lambda}$, so that $\lambda_i \geq -(1 - p)\bar{\lambda}$, with equality holding for $i = 1$ (corresponding to the $e_1$ direction). We have to show that

$$\text{Rc}(X_{a,b}(R))_{11} > p \frac{\text{scal}(X_{a,b}(R))}{n}.$$
Firstly, by Proposition 11.23 we have
\[
\text{scal}(Q(R)) = \sum_k |\text{Ric}_{kk}|^2 = \sum_k (\lambda_k + \bar{\lambda})^2 = n(\sigma + \bar{\lambda}^2). \tag{12.1}
\]
As \(\sum \lambda_i = 0\) and \(\sum \lambda_i^2 = n\sigma\), we find from Corollary 11.34 that
\[
\text{scal}(D_{a,b}(R)) = \sum_i r_i = -2bn\sigma + 2an(n-1)\bar{\lambda}^2 + \frac{n\sigma}{1+2(n-1)a} \left( n^2b^2 - 2(n-1)(a-b)(1-2b) \right) = 2n(n-1)a\bar{\lambda}^2 - n\sigma + \frac{n(1+(n-2)b)^2}{1+2(n-1)a}\sigma.
\]
Combining this result with (12.1) gives
\[
\frac{\text{scal}(X_{a,b}(R))}{n} = (1 + 2(n-1)a)\bar{\lambda}^2 + \frac{(1+(n-2)b)^2}{1+2(n-1)a}\sigma. \tag{12.2}
\]
Note that this equation holds for any \(a \neq -\frac{1}{2(n-1)}\) and is independent of the choice of parametrisation.

Now by Proposition 11.23 with \(\text{Ric}_{kk} \geq p\bar{\lambda}\) we get
\[
\text{Rc}(R^2 + R^\#)_{ii} = \sum_k \text{Ric}_{kk} R_{ikik} \geq p\bar{\lambda}\text{Ric}_{ii} \geq p^2\bar{\lambda}^2.
\]
Also, from the previous step our given parametrisation implies that
\[
d_{ij} = \frac{2a}{1-p}(\lambda_i + (1-p)\bar{\lambda})(\lambda_j + (1-p)\bar{\lambda}) + 2ap\bar{\lambda}^2 + b^2(\lambda_i^2 + \lambda_j^2) + \frac{\sigma}{1+2(n-1)a} \left( nb^2(1-2b) - 2(a-b)(1-2b + nb^2) \right) \geq 2ap\bar{\lambda}^2 + b^2(\lambda_i^2 + \lambda_j^2) + \frac{\sigma}{1+2(n-1)a} \left( nb^2(1-2b) - 2(a-b)(1-2b + nb^2) \right).
\]
In which case we find that
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\[ \text{Rc}(X_{a,b})_{ii} \geq p^2 \bar{\lambda}^2 + \sum_{j \neq i} d_{ij} \]
\[ \geq p^2 \bar{\lambda}^2 + 2a(n-1)p \bar{\lambda}^2 + (n-2)b^2 \lambda_i^2 + nb^2 \sigma \]
\[ + \frac{(n-1)\sigma}{1 + 2(n-1)a} \left( nb^2(1 - 2b) - 2(a - b)(1 - 2b + nb^2) \right) \]
\[ = p^2 \bar{\lambda}^2 + 2a(n-1)p \bar{\lambda}^2 + (n-2)b^2 \lambda_i^2 \]
\[ + \left( \frac{1 + (n-2)b^2}{1 + 2(n-1)a} + 2b - 1 \right) \sigma. \]

By combining this result with (12.2) we find that

\[ \text{Rc}(X_{a,b})_{ii} - p \frac{\text{scal}(X_{a,b})}{n} \geq (n-2)b^2 \lambda_i^2 \]
\[ + \left( (1 - p) \frac{1 + (n-2)b^2}{1 + 2(n-1)a} + 2b - 1 \right) \sigma. \]

From the stated parametrisation of \( p = p(b) \) and \( a = a(b) \) it is straightforward to check that

\[ p(p - 1) \bar{\lambda}^2 + (n-2)b^2 \lambda_i^2 = (n-2)b^2 (\lambda_i^2 - (1-p)^2 \bar{\lambda}^2) \]
\[ (1-p) \frac{1 + (n-2)b^2}{1 + 2(n-1)a} + 2b - 1 = \frac{2nb^2}{nb + 1}. \]

Hence we get

\[ \text{Rc}(X_{a,b})_{ii} - p \frac{\text{scal}(X_{a,b})}{n} \geq (n-2)b^2 (\lambda_i^2 - (1-p)^2 \bar{\lambda}^2) + \frac{2nb^2}{nb + 1} \]
\[ \geq \frac{2nb^2}{nb + 1} > 0 \]

since \( \lambda_i = -(1 - p) \bar{\lambda}. \) \( \Box \)

**Lemma 12.4.** For \( s \in [1/2, \infty) \), let

\[ a = \frac{1 + 2s}{4}, \quad b = \frac{1}{2}, \quad p = 1 - \frac{4}{n + 4s}. \]

Then the vector field \( Q(R) \) strictly points into the cone \( C(s) = l_{a,b} (C(0) \cap C_p) \) at points \( R \in \partial C(s) \setminus \{ 0 \} \).

**Remark 12.5.** Notice that \( \lim_{s \to \infty} l_{a,b}(R) = 2(n-1)R_I \). Consequently the cones of the lemma converge to \( \mathbb{R}^+I \) for \( s \to \infty \).

**Proof.** The proof is very similar to the previous one: We have two cases to check, the first for \( R \in (\partial C(0)) \cap C_p \), and the other for \( R \in C(0) \cap \partial C_p \). For convenience we define \( u = s - \frac{1}{2} \geq 0. \)
1. The boundary of $C(0)$: As before it is sufficient to prove that the eigenvalues of $D_{a,b}$ are positive. Using Corollary 11.34 with $a = (1 + u)/2$ and $b = 1/2$, we find that

$$d_{ij} = \left(\frac{n-2}{4} - u\right)\lambda_i \lambda_j + (1+u)(\bar{\lambda} + \lambda_i)(\bar{\lambda} + \lambda_j) + \frac{1}{4}(\lambda_i^2 + \lambda_j^2) - \frac{\sigma nu}{4n + 4(n-1)u}.$$ 

We observe that:

Claim. The quantity $\sigma = \frac{1}{n} \sum \lambda_i^2$ is bounded above in terms of $\bar{\lambda}$:

$$\sigma \leq \frac{16(n-1)\bar{\lambda}^2}{(n+2+4u)^2}. \quad (12.3)$$

Proof of Claim. Since $\lambda_i + \bar{\lambda} \geq p\bar{\lambda}$ for all $i$, consider the optimisation problem for $\sigma = \sigma(\lambda_1, \ldots, \lambda_n)$ under the constraint $\sum \lambda_i = 0$. As the function $\sigma$ has a strictly positive Hessian, it achieves its maximum on the boundary of the set

$$\{(\lambda_1, \ldots, \lambda_n) : \lambda_i + \bar{\lambda} \geq p\bar{\lambda} \text{ for all } i, \text{ and } \sum \lambda_i = 0\}$$

and furthermore at the vertices. Therefore the extremal points of $\sigma$ are at $(-(1-p)\bar{\lambda}, \ldots, (n-1)(1-p)\bar{\lambda})$ and permutations thereof. Hence $\sigma \leq (n-1)(1-p)^2\bar{\lambda}^2$. \hfill \box

In addition, as $\lambda_i + \bar{\lambda} \geq p\bar{\lambda}$ and $1 - p = \frac{4}{n+2+4u}$, we also have

$$\lambda_i + \frac{4\bar{\lambda}}{n+2} \geq \lambda_i + \frac{4\bar{\lambda}}{n+2+4u} \geq 0. \quad (12.4)$$

From these inequalities we find that
\[ d_{ij} = \frac{n + 2}{4} \lambda_i \lambda_j + (1 + u)\bar{\lambda}^2 + (1 + u)(\lambda_i + \lambda_j)\bar{\lambda} \]
\[ + \frac{1}{4}(\lambda_i^2 + \lambda_j^2) - \frac{\sigma n u}{4n + 4(n - 1)u} \]
\[ = \frac{n + 2}{4} \left( \lambda_i + \frac{4\bar{\lambda}}{n + 2} \right) \left( \lambda_j + \frac{4\bar{\lambda}}{n + 2} \right) + \frac{1}{4}(\lambda_i^2 + \lambda_j^2) \]
\[ + \bar{\lambda}^2 \left( \frac{n - 2}{n + 2} + u \right) + u(\lambda_i + \lambda_j)\bar{\lambda} - \frac{\sigma n u}{4n + 4(n - 1)u} \]
\[ \geq \left( \frac{n - 2}{n + 2} + u - \frac{8u}{n + 2 + 4u} - \frac{4(n - 1)u}{(n + (n - 1)u)(n + 2 + 4u)^2} \right) \bar{\lambda}^2 \]
\[ \geq \left( \frac{n - 2}{n + 2} + u - \frac{n - 6 + 4u}{n + 2 + 4u} - \frac{4(n - 1)u}{(n + 2)(n + 2 + 4u)} \right) \bar{\lambda}^2 \]
\[ = \left( 4u^2 + (n - 6 - \frac{4}{n + 2})u + n - 2 \right) \frac{\bar{\lambda}^2}{n + 2 + 4u}. \]

To get the first inequality we discarded the first two terms, and used the inequality (12.4) for the fourth term and (12.3) for the last. The second inequality is due to
\[ n(n + (n - 1)u)(n + 2 + 4u) \leq \frac{1}{n + 2} \]
for \( n \geq 1 \) and \( u \geq 0 \). Moreover, when \( n = 3 \) we have \( 4u^2 + (n - 6 - \frac{4}{n + 2})u + n - 2 = 4u^2 - \frac{10}{3}u + 1 > 0 \).
Moreover, when \( n = 3 \), the function \( 4u^2 + (n - 6 - \frac{4}{n + 2})u + n - 2 \) is monotone increasing in \( n \). Therefore \( d_{ij} > 0 \) for all \( n \geq 3 \) and \( u \geq 0 \).

2. **The boundary of \( \mathcal{C}_p \):** By the same argument as in the previous case, it suffices to show that:

\[ \text{Rc}(X_{a,b})_{ii} = \text{Rc}(D_{a,b})_{ii} + \text{Rc}(R^2 + R^\#)_{ii} > p \frac{\text{scal}(X_{a,b})}{n}. \]

By Corollary 11.34, with \( a = (1 + u)/2 \) and \( b = 1/2 \), we find that

\[ r_i = -\lambda_i^2 + (u + 1)\bar{\lambda}(n - 2)\lambda_i + (u + 1)(n - 1)\bar{\lambda}^2 + \frac{\sigma n^2}{4n + 4(n - 1)u}. \]

Also, Proposition 11.23 with \( \text{Ric}_{kk} \geq p\bar{\lambda} \) implies that \( \text{Rc}(R^2 + R^\#)_{ii} = \sum_k \text{Ric}_{kk} R_{ikik} \geq p\bar{\lambda} \text{Ric}_{ii} \geq p^2 \bar{\lambda}^2 \) and by (12.2) we also have

\[ \frac{\text{scal}(X_{a,b})}{n} = (n + (n - 1)u)\bar{\lambda}^2 + \frac{n^2 \sigma}{4n + 4(n - 1)u}. \]

In which case we may suppose that \( \lambda_i = -(1 - p)\bar{\lambda} \), so it suffices to show

\[ r_i + p^2 \bar{\lambda}^2 > p \left( (n + (n - 1)u)\bar{\lambda}^2 + \frac{n^2 \sigma}{4n + 4(n - 1)u} \right) \]

or equivalently
\begin{align*}
0 & \leq p^2 \bar{\lambda}^2 - (1 - p)^2 \bar{\lambda}^2 - (u + 1) \bar{\lambda}^2 (n - 2)(1 - p) + (u + 1)(n - 1) \bar{\lambda}^2 \\
& \quad + \frac{\sigma n^2}{4n + 4(n - 1)u} - p\left((n + (n - 1)u) \bar{\lambda}^2 + \frac{n^2}{4n + 4(n - 1)u} \sigma\right).
\end{align*}

Since \( \sigma \geq 0 \) we can neglect the terms containing \( \sigma \). Dividing by \( \bar{\lambda}^2 \) gives
\[ p^2 - (1 - p)^2 + (u + 1) + (u + 1)p(n - 2) - p(n + (n - 1)u) = u(1 - p) \]
which is clearly positive. \( \square \)

12.2 Generalised Pinching Sets

Hamilton [Ham86, p. 163] introduced the notion of a pinching set, which he used to prove that solutions of the Ricci flow on four-manifolds with positive curvature operator converge to space-forms. His definition is as follows:

**Definition 12.6 (Pinching Set).** A subset \( Z \subset \text{Curv} \) is a pinching set if
1. \( Z \) is closed and convex;
2. \( Z \) is \( O(n) \)-invariant;
3. \( Z \) is preserved by the ODE \( \frac{d}{dt} R = R^2 + R^\# \);
4. there exist \( \delta > 0 \) and \( \tilde{K} < \infty \) such that
   \[ |\tilde{R}| \leq \tilde{K} |R|^{1 - \delta} \]
   for all \( R \in Z \), where \( \tilde{R} = R - \frac{1}{N} \text{tr} R \) is the trace-free part of \( R \).

This definition is closely analogous to the conditions he used in his paper on three-manifolds [Ham82b], where he proved that sets of the form
\[ \{ R : \text{Ric} \geq \varepsilon \text{Scal} \, g \} \cap \{ R : |\text{Ric}_0|^2 \leq C \text{Scal}^{2 - \gamma} \} \]
are preserved by the Ricci flow for suitable \( \gamma \) depending on \( \varepsilon \) (see Section 6.5.3 for a different construction of pinching sets for this situation). The important point is that if the scalar curvature becomes large then the traceless part becomes relatively small, so that the curvature is close to that of a constant sectional curvature space.

12.2.1 Generalised Pinching Set Existence Theorem. Böhm and Wilking [BW08, Theorem 4.1] observed that a weaker notion of pinching set suffices for applications. The theorem below (which is similar to that of Böhm and Wilking but modified following ideas of Brendle and Schoen [BS09a, Sect. 3]) still provides a set which guarantees pinching to constant sectional curvatures where the scalar curvature is large. The result is a useful tool, because it proves the existence of such a pinching set simply from the existence of a suitable family of cones. We will apply it in the final argument (see Section 14.1) to the family of cones constructed above.
Theorem 12.7. Let \( \{C(s)\}_{s \in [0, \infty)} \) be a continuous family of closed convex \( O(n) \)-invariant cones in \( \text{Curv} \) of maximal dimension, contained in the half-space of curvature operators with positive scalar curvature. Suppose that for any \( s > 0 \) and any \( R \in \partial C(s) \setminus \{0\} \), the vector \( Q(R) = R^2 + R^\# \) is contained in the interior of the tangent cone of \( C(s) \) at \( R \). Then if \( K \) is any compact set contained in the interior of \( C(0) \), there exists a closed convex \( O(n) \)-invariant set \( F \subset C(0) \) with the following properties:

1. \( Q(R) \) is in the tangent cone of \( F \) for every \( R \in \partial F \);
2. \( K \subset F \);
3. For each \( s > 0 \) there exists \( \rho(s) \) such that \( F + \rho(s)I \subset C(s) \).

Proof. By the continuity of the family \( \{C(s)\} \), given any compact \( K \) in the interior of \( C(0) \) we have \( K \subset C(s_0) \) for some \( s_0 > 0 \). Adapting an idea of Brendle and Schoen, we will construct a set \( F \) of the form

\[
F = C(s_0) \cap \bigcap_{i=1}^{\infty} \{ R : R + 2^i h I \in C(s_i) \},
\]

where \( h > 0 \) and \( (s_i) \) is an increasing sequence approaching infinity. Thus \( F \) is produced by a sequence of intersections with translated copies of the cones \( C(s_i) \). The idea is to choose \( (s_i) \) in such a way that each intersection only changes \( F \) where the scalar curvature is large, and the vector field \( Q(R) \) points into the new part of the boundary at each stage (that is, into the boundary of the translated cone at points of large scalar curvature).

The set \( F \) is manifestly convex, and condition \( [3] \) of the theorem holds automatically. Also, since each set \( C(s) \) is \( O(n) \)-invariant, so is \( F \). We first choose \( s_0 > 0 \) and \( h > 0 \) such that

\[
K \subset C(s_0) \cap \{ \text{scal}(R) \leq h \}.
\]

Lemma 12.8. For any \( s \geq s_0 \) there exists \( N(s) \geq 1 \) (non-decreasing in \( s \)) such that if \( s \in [s_0, s] \) and \( R \in \partial C(s) \) with \( \text{scal}(R) \geq N(s) \), then \( Q(S) \) is in the tangent cone to \( C(s) \) at \( R \) for every \( S \) with \( |S - R| \leq 2|I| \).

Proof of Lemma. The set \( Z = \{ (s, R) : s \in [s_0, s], R \in \partial C(s), \text{scal}(R) = 1 \} \) is compact. We claim:

Claim. There exists \( r > 0 \) such that \( (s, R) \in Z, |S - R| \leq r \) implies \( Q(S) \) is in the tangent cone to \( C(s) \) at \( R \).

Proof of Claim. If not, there exists a sequence \( (s_i, R_i, s_i) \) with \( (s_i, R_i) \in Z \) and \( |s_i - R_i| \to 0 \), but \( Q(S_i) \) not in \( T_{R_i} C(s_i) \). Thus for each \( i \) there exists a unit norm linear function \( \ell_i \) with \( \ell_i(R_i) = \sup_{C(s_i)} \ell_i \) so that \( \ell \) is in the normal cone \( \mathcal{N}_{R_i} C(s_i) \), but \( \ell_i(Q(S_i)) > 0 \) (see Definition \( [3.4] \) in Appendix \( [3] \)). By compactness, after passing to a subsequence we have \( s_i \to s \in [s_0, s] \), and (by continuity of the family \( \{C(s)\} \)) \( R_i \to R \in \partial C(s) \cap \{ \text{scal}(R) = 1 \} \). By compactness of the set of unit norm linear functions we also have \( \ell_i \to \ell \), and
\[ \ell(R) = \sup_{C(s)} \ell \text{ so that } \ell \text{ is in the normal cone to } C(s) \text{ at } R. \] Since \(|S_i - R_i| \to 0\) we also have \(S_i \to R\), and by continuity of \(Q\) we have \(\ell(Q(R)) \geq 0\). But this is a contradiction to the assumption that \(Q(R)\) is in the interior of \(T_R C(s)\) (equivalently \(\ell(Q(R)) < 0\) for every \(\ell \in N_R C(s)\)). \(\Box\)

We claim the lemma holds with \(N(\bar{s}) = 2|I|/r\). For if \(R \in \partial C(s)\) with \(\text{scal}(R) \geq N(\bar{s})\), then \((s, R/\text{scal}(R)) \in Z\) and \(|S - R| \leq 2|I|\) gives \(|S/\text{scal}(R) - R/\text{scal}(R)| \leq 2|I|/\text{scal}(R) \leq 2|I|/N(\bar{s}) = r\). Hence \(Q(S/\text{scal}(R))\) is in the tangent cone to \(C(s)\) at \(R/\text{scal}(R)\). The result follows since \(Q(S) = \text{scal}(R)^2 Q(S/\text{scal}(R))\) and the tangent cone to \(C(s)\) at \(R\) is the same as the tangent cone to \(C(s)\) at \(R/\text{scal}(R)\). \(\Box\)

**Lemma 12.9.** There exists a non-increasing function \(\delta : [s_0, \infty) \to \mathbb{R}_+\) such that whenever \(s \in [s_0, \bar{s}]\) and \(R + I \in C(s)\) with \(\text{scal}(R) \leq N(\bar{s})\), then \(R + 2I \in C(s + \delta(s))\).

**Proof of Lemma.** The set \(Z = \{(s, R + 2I) : s \in [s_0, \bar{s}], \text{scal}(R) \leq N(\bar{s}), R + I \in C(s)\}\) is a compact set in the interior of \(\{(s, A) : s \in [s_0, \bar{s}], A \in C(s)\}\). By continuity of the family \(\{C(s)\}\), there exists \(\delta > 0\) such that \(Z \subset \{(s, A) : s \in [s_0, \bar{s}], A \in C(s + \delta)\}\). \(\Box\)

We now construct the sequence \(s_i\) inductively by taking \(s_{i+1} = s_i + \delta(s_i)\) for each \(i \geq 1\). Note that since \(\delta\) is a non-increasing positive function, \(\lim_{i \to \infty} s(i) = \infty\) (otherwise we would have \(\delta(s) = 0\) for \(s > \lim_{i \to \infty} s_i\)).

Let

\[ F_j = C(s_0) \cap \bigcap_{i=1}^{j} \{R : R + 2^j hI \in C(s_i)\}. \]

We prove that for each \(i\),

\[ F_{j+1} \cap \{\text{scal}(R) \leq 2^j N(s_j)h\} = F_j \cap \{\text{scal}(R) \leq 2^j N(s_j)h\}. \quad (12.5) \]

To see this we must show that the set on the right is contained in that on the left. If \(R \in F_j \cap \{\text{scal}(R) \leq 2^j N(s_j)h\}\) then \(R + 2^j hI \in C(s_j)\) and \(\text{scal}(R) \leq 2^j N(s_j)h\). Therefore \(R/(2^j h) + I \in C(s_j)\) and \(\text{scal}(R/(2^j h)) \leq N(s_j)\), so by Lemma 12.9,

\[ R/(2^j h) + 2I \in C(s_j + \delta(s_j)) = C(s_{j+1}) \]

and \(R + 2^{j+1} hI \in C(s_{j+1})\). Thus \(R \in F_{j+1}\) as required.

Now equation (12.5) says that as \(j\) increases above an index \(i\), the part of \(F_j\) with \(\text{scal}(R) \leq 2^i N(s_i)h\) does not change. It follows that \(F \cap \{\text{scal}(R) \leq 2^i N(s_i)h\} = F_i \cap \{\text{scal}(R) \leq 2^i N(s_i)h\}\) for each \(i\). In particular \(F\) is locally the intersection of finitely many closed sets, so is closed. Also, we have

\[ K \subset C(s_0) \cap \{\text{scal}(R) \leq h\} = F \cap \{\text{scal}(R) \leq h\} \subset F. \]

It remains to prove that \(Q(R)\) is in the tangent cone of \(F\) for every \(R \in \partial F\). In such a case \(R\) is in \(\partial C(s_0)\) or in \(\partial(C(s_i) - 2^i hI)\) for finitely many values of \(i\), where necessarily \(\text{scal}(R) \geq 2^{i-1} N(s_i)h\) by the inclusion (12.5). We must
show that $Q(R)$ lies in $\mathcal{T}_R \left( C(s_i) - 2^i h I \right) = \mathcal{T}_{R+2^i h I} C(s_i)$ for each such $i$. This can be done by letting

$$R' = 2^{1-i}h^{-1}(R + 2^i h I) \quad \text{and} \quad S = 2^{i-1}h^{-1}R,$$

so that $\text{scal}(R') \geq N(s_i)$ and $|S - R'| = 2|I|$. Now by Lemma 12.8, $Q(S)$ is in the tangent cone to $C(s_i)$ at $R'$, and hence $Q(R) \in \mathcal{T}_R \left( C(s_i) - 2^i h I \right)$ as required. □
Chapter 13
Preserving Positive Isotropic Curvature

The condition of positive curvature on totally isotropic 2-planes was first introduced by Micallef and Moore [MM88]. They were able to prove the following sphere theorem:

**Theorem 13.1.** Let $M$ be a compact simply connected $n$-dimensional Riemannian manifold which has positive curvature on totally isotropic two-planes, where $n \geq 4$. Then $M$ is homeomorphic to a sphere.

One nice feature of their condition is that it is implied by strict pointwise $1/4$-pinching; so in particular this theorem implies that compact simply connected manifolds with pointwise $1/4$-pinched sectional curvatures are homeomorphic to spheres, thus refining the classical Berger-Klingenberg-Rauch result.

Recently Brendle and Schoen [BS09a] used this condition, with the machinery of Böhm and Wilking (as seen in Chapters 11 and 12), to prove the differentiable pointwise $1/4$-pinching sphere theorem. One of the nontrivial aspects of their proof involves showing that positive isotropic curvature is preserved by the Ricci flow in all dimensions $n \geq 4$. In regard to this, Brendle and Schoen [BS09a, p. 289] remarked that:

‘This is a very intricate calculation which exploits special identities and inequalities for the curvature tensor arising from the first and second variations applied to a set of four orthonormal vectors which minimise the isotropic curvature. After this paper was written, we learned that H. Nguyen [Ngu08] has independently proved that positive isotropic curvature is preserved under the Ricci flow.’

In this chapter we will prove that positive isotropic curvature and positive complex sectional curvature are preserved by the Ricci flow. We also show in Corollary 13.13 that positive isotropic curvature on $M \times \mathbb{R}^2$ is sufficient for pointwise $1/4$-pinching.
13.1 Positive Isotropically Curvature

Given a real vector space $V$, we consider its complexification $V_C$ which extends scalar multiplication to include multiplication by complex numbers. Formally this is achieved by letting $V_C = V \otimes_R \mathbb{C}$ be the tensor product of $V$ with the complex numbers $\mathbb{C}$. To make $V_C$ into a complex vector space, we define complex scalar multiplication by $\lambda(v \otimes \mu) := v \otimes (\lambda \mu)$ for all $\lambda, \mu \in \mathbb{C}$ and $v \in V$. We define the complex conjugate of $v \otimes \lambda$ to be $v \otimes \overline{\lambda}$. By the nature of the tensor product, every vector $v \in V_C$ can be written uniquely in the form $v = v_1 \otimes 1 + v_2 \otimes i$, where $v_1, v_2 \in V$. Furthermore, we can regard $V_C$ as the direct sum of two copies of $V$, that is $V_C \simeq V \oplus iV$. Note that the complex dimension $\dim_{\mathbb{C}}(V_C) = \dim_{\mathbb{R}}(V)$ is equal to the real dimension of $V$. It is a common practice to drop the tensor product symbol and just write $v = v_1 + iv_2$. The archetypical example is the complexification of $\mathbb{R}^n$, which to no surprise is simply $\mathbb{C}^n$.

Given a real inner product space $V = (V, \langle \cdot, \cdot \rangle)$, one can naturally extend the real inner product to be complex-linear in both arguments (not Hermitian) by defining

$$
(x + iy) \cdot (u + iv) := \langle x, u \rangle - \langle y, v \rangle + i \langle y, u \rangle + i \langle x, v \rangle. \quad (13.1)
$$

On the other hand there is also a natural extension of the inner product on $V$ to a Hermitian inner product $\langle \langle \cdot, \cdot \rangle \rangle$ by defining

$$
\langle \langle x + iy, u + iv \rangle \rangle = (x + iy, u - iv) = \langle x, u \rangle + \langle y, v \rangle + i \langle y, u \rangle - i \langle x, v \rangle.
$$

Note that $\langle \langle U, V \rangle \rangle = U \cdot \overline{V}$.

Other tensors which act on $V$ can also be extended in various ways, with each argument extending to be either linear or conjugate linear. In particular, if $R$ is an algebraic curvature operator and $V = \mathbb{R}^n$, then it is natural to extend $R$ as a Hermitian bilinear form acting on $\bigwedge^2 V_C$. In particular, for any two-dimensional complex subspace $\Pi$ of $V_C$, $R$ defines a complex sectional curvature of $\Pi$, as follows:

$$
K_C(\Pi) = R(Z, W, \overline{Z}, \overline{W}),
$$

where $W$ and $Z$ are an orthonormal basis for $\Pi$ with respect to the Hermitian inner product $\langle \langle \cdot, \cdot \rangle \rangle$. Note that the symmetries of $R$ imply that $K_C(\Pi)$ is real and independent of the choice of orthonormal basis. Writing $Z = X + iY$ and $W = U + iV$, and using the first Bianchi identity, we find that

$$
$$

A complex subspace $U$ of $V_C$ is said to be isotropic, with respect to the complex form defined in equation (13.1), if there is at least one non-zero
vector \( u \in U \) such that \( u \cdot v = 0 \) for all \( v \in U \). The subspace is called \( \text{totally isotropic} \) if this is true for every vector \( u \) (equivalently, the restriction of the complex form \( [13.1] \) to \( U \) vanishes). In particular, we say a complex vector \( z \neq 0 \) is \( \text{isotropic} \) if \( z \cdot z = 0 \). Note that if \( z = x + iy \) then \( z \cdot z = \|x\|^2 - \|y\|^2 + 2i \langle x, y \rangle \), so \( z \) is isotropic if and only if \( x \perp y \) and \( \|x\| = \|y\| \). A subspace is totally isotropic precisely when it is composed entirely of isotropic vectors.

We are interested in \( \text{totally isotropic 2-planes} \), i.e. two-dimensional complex subspaces, of \( \mathbb{R}^n_\mathbb{C} = \mathbb{C}^n \). Every such plane can be spanned by two vectors \( Z = X + iY \) and \( W = U + iV \) where \( X, Y, U, V \) are all orthonormal (so there are no such planes for \( n \leq 3 \)).

In this chapter we are interested in the following curvature conditions:

**Definition 13.2 (PCSC Condition).** We say \( R \in \text{Curv} \) has \( \text{positive complex sectional curvature} \) (PCSC) if all complex sectional curvatures of \( R \) are positive. This defines an invariant closed convex cone in \( \text{Curv} \):

\[
C_{\text{PCSC}} = \{ R \in \text{Curv} : R(X,Y,\bar{X},\bar{Y}) \geq 0 \text{ for all } X,Y \in \mathbb{R}^n_\mathbb{C} \} = \bigcap_{X,Y \in \mathbb{R}^n_\mathbb{C}} \{ R \in \text{Curv} : \ell_{X,Y}(R) \geq 0 \}
\]

where \( \ell_{X,Y}(R) := R(X,Y,\bar{X},\bar{Y}) \). We say a Riemannian manifold \( M \) has positive complex sectional curvature if \( R \in \text{Int} (C_{\text{PCSC}}(T_p M)) \) for all points \( p \in M \).

**Definition 13.3 (PIC Condition).** We say \( R \in \text{Curv} \) has \( \text{positive isotropic curvature} \) (PIC) if the complex sectional curvatures of all totally isotropic 2-planes in \( \mathbb{R}^n_\mathbb{C} \) are positive. This again defines an invariant closed convex cone:

\[
C_{\text{PIC}} = \{ R \in \text{Curv} : \ell_{X,Y}(R) \geq 0 \text{ if } X \cdot X = X \cdot Y = Y \cdot Y = 0 \} = \bigcap_{O \in O(n)} \{ R \in \text{Curv} : \tilde{\ell}(R^O) \geq 0 \}
\]

where \( \tilde{\ell} := \ell_{e_1+ie_2,e_3+ie_4} \), so by \([13.2]\) we have

\[
\tilde{\ell}(R) = R_{1313} + R_{2424} + R_{1414} + R_{2323} - 2R_{1234}.
\]

We say that a Riemannian manifold \( M \) has positive isotropic curvature if \( R \in \text{Int} (C_{\text{PIC}}(T_p M)) \) for all points \( p \in M \).

**Remark 13.4.** By applying the vector bundle maximum principle, we will show that both of these conditions are preserved by the Ricci flow, by proving that the vector field \( Q \) on \( \text{Curv} \) points into the corresponding invariant cones. Moreover — with an eye to the differentiable sphere theorem — we will relate the positive isotropic curvature condition to the pointwise \( 1/4 \)-pinching condition as well.
13.2 The 1/4-Pinning Condition and PIC

In this section we relate the positive isotropic curvature condition with the 1/4-pinning condition needed for the differentiable sphere theorem. This is achieved indirectly by working with the PIC condition on $M \times \mathbb{R}^2$ and the related cone $\hat{C}_{\text{PIC}_2}$.

### 13.2.1 The Cone $\hat{C}_{\text{PIC}_k}$

To avoid certain unpleasant analytical aspects, Brendle and Schoen [BS09a, Sect. 3] consider the PIC condition on $M \times \mathbb{R}^2$ rather than that on $M$.

The curvature operator $\hat{R}_k$ of $M \times \mathbb{R}^k$ is an element of $\text{Curv}(TM \times \mathbb{R}^k)$ given by the natural injection $\pi_k^*: \text{Curv}(\mathbb{R}^n) \hookrightarrow \text{Curv}(\mathbb{R}^{n+k})$ defined by

$$\hat{R}_k(u, v, w, z) := (\pi_k^* R)(u, v, w, z) = R(\pi u, \pi v, \pi w, \pi z)$$

for all $u, v, w, z \in \mathbb{R}^{n+k}$, where $\pi_k: \mathbb{R}^{n+k} \rightarrow \mathbb{R}^n$ is the orthogonal projection.

We define $\hat{C}_{\text{PIC}_k}$ to be the cone of all curvature operators $R$ which produce positive isotropic curvature on $M \times \mathbb{R}^k$, i.e.

$$\hat{C}_{\text{PIC}_k} := \{ R \in \text{Curv}(\mathbb{R}^n) : \hat{R}_k \in C_{\text{PIC}}(\mathbb{R}^{n+k}) \} = (\pi_k^*)^{-1} (C_{\text{PIC}}(\mathbb{R}^{n+k})).$$

Clearly, $\hat{C}_{\text{PIC}_k}$ is a closed, convex, $O(n)$-invariant cone in $\text{Curv}$.

**Remark 13.5.** The same construction with PIC replaced by PCSC is rather dull: Since $\hat{R}_k(X, Y, \hat{X}, \hat{Y}) = R(\pi_k X, \pi_k Y, \pi_k \hat{X}, \pi_k \hat{Y})$, we have that $\hat{R}_k \in C_{\text{PCSC}}(\mathbb{R}^{n+k})$ if and only if $R \in C_{\text{PCSC}}(\mathbb{R}^n)$. However with the PIC condition, the cone does change:

$$\hat{C}_{\text{PIC}_k} = \{ R \in \text{Curv} : \ell_{\pi_k X, \pi_k Y}(R) \geq 0 \text{ if } X \cdot X = X \cdot Y = Y \cdot Y = 0 \} = \bigcap_{(X, Y) \in A_k} \{ R \in \text{Curv} : \ell_{X, Y}(R) \geq 0 \}$$

where $A_k$ is the set of all $(X, Y) \in \mathbb{R}_C^2 \times \mathbb{R}^n_\mathbb{C}$ such that there exists $(\hat{X}, \hat{Y}) \in \mathbb{R}_C^{n+k} \times \mathbb{R}_C^{n+k}$ with $\pi_k(\hat{X}) = X$, $\pi_k(\hat{Y}) = Y$ and $\hat{X} \cdot \hat{X} = \hat{X} \cdot \hat{Y} = \hat{Y} \cdot \hat{Y} = 0$. Note that $A_k$ increases with $k$, so $\hat{C}_{\text{PIC}_k}$ decreases with $k$ (i.e. $\hat{C}_{\text{PIC}_k} \supset \hat{C}_{\text{PIC}_\ell}$, for $k < \ell$). We will obtain a clearer understanding of these cones in Section 13.4.3.

In order to apply the maximum principle with these curvature conditions, we need to prove that the Ricci flow reaction vector field $Q$ points into $\hat{C}_{\text{PIC}_k}$ (i.e. that $\hat{C}_{\text{PIC}_k}$ is a preserved cone). One would expect that this condition should relate closely to whether the cone $C_{\text{PIC}_k}$ itself is preserved: If $(M, g_0)$

---

1 At the time of writing, nobody knows how to handle Ricci flow on PIC manifolds in dimensions higher than 4. One reason for the difficulty is that the curvature of the manifold $S^{n-1} \times \mathbb{R}$ lies strictly inside $C_{\text{PIC}}$, so that singularities can form and surgery arguments are required (see [Ham97] and [CZ06, CTZ08] for the case $n = 4$).
13.2 The $1/4$-Pinching Condition and PIC

is a Riemannian manifold for which $M \times \mathbb{R}^k$ has PIC, and $g(t)$ is a solution of Ricci flow on $M$ with initial data $g_0$, then the product metrics on $M \times \mathbb{R}^k$ — or on $M \times (S^1)^k$ — also evolve by Ricci flow (cf. Section 3.1.1.3). Thus if we know that $C_{\text{PIC}}$ is a preserved cone, the metric on $M \times (S^1)^k$ remains PIC, and so $R$ remains in $\widehat{C}_{\text{PIC}_k}$. This strongly suggests that it should be sufficient to prove that PIC is preserved. The following simple observations confirm this:

**Lemma 13.6.** For $R \in \text{Curv}$, $\pi_k^*(Q(R)) = Q(\pi_k^*(R))$.

**Proof.** Since $Q$ is $O(n + k)$-invariant, we can choose to compute it in a basis with $e_1, \ldots, e_n$ an orthonormal basis for $\mathbb{R}^n$ and $e_{n+1}, \ldots, e_{n+k}$ an orthonormal basis for $\mathbb{R}^k$. Then for $1 \leq a, b, c, d \leq n + k$ we have that

$$B(\pi_k^* R)_{abcd} = \sum_{1 \leq p, q \leq n+k} \widehat{R}_{apbq} \widehat{R}_{cpdq}$$

$$= \sum_{1 \leq p, q \leq n+k} R(\pi_k e_a, \pi_k e_p, \pi_k e_b, \pi_k e_q) R(\pi_k e_c, \pi_k e_p, \pi_k e_d, \pi_k e_q)$$

$$= \sum_{1 \leq p, q \leq n} R(\pi_k e_a, e_p, \pi_k e_b, e_q) R(\pi_k e_c, e_p, \pi_k e_d, e_q)$$

$$= (\pi_k^* B(R))_{abcd}.$$  

Since $Q$ is a sum of such terms, the result follows.  

**Lemma 13.7.** For any $R \in \partial \widehat{C}_{\text{PIC}_k}$,

$$T_R \widehat{C}_{\text{PIC}_k} = (\pi_k^*)^{-1}(T_{\widehat{R}_k} C_{\text{PIC}}).$$

**Proof.** The map $\pi_k^*$ is a linear isomorphism from $\text{Curv}(\mathbb{R}^n)$ to the subspace $L = \bigcap_{v \in \{0\} \times \mathbb{R}^k} \{ R \in \text{Curv}(\mathbb{R}^{n+k}) : R(v, \cdot, \cdot, \cdot) = 0 \}$. In particular, $\pi_k^*$ maps $\widehat{C}_{\text{PIC}_k}$ to $L \cap C_{\text{PIC}}$. Therefore

$$\pi_k^*(T_R \widehat{C}_{\text{PIC}_k}) = \pi_k^* \left( \bigcup_{h>0} \frac{\widehat{C}_{\text{PIC}_k} - R}{h} \right)$$

$$= \bigcup_{h>0} \frac{L \cap C_{\text{PIC}} - \pi_k^* R}{h}$$

$$= L \cap \left( \bigcup_{h>0} \frac{C_{\text{PIC}} - \widehat{R}_k}{h} \right) = L \cap T_{\widehat{R}_k} C_{\text{PIC}}.$$  

**Theorem 13.8.** If $C_{\text{PIC}}(\mathbb{R}^{n+k})$ is a preserved cone, then so is $\widehat{C}_{\text{PIC}_k}(\mathbb{R}^n)$.

**Proof.** For $R \in \partial \widehat{C}_{\text{PIC}_k}$, we have

$$\pi_k^*(Q(R)) = Q(\widehat{R}) \in L \cap T_{\widehat{R}} C_{\text{PIC}} = \pi_k^*(T_R \widehat{C}_{\text{PIC}_k}),$$
so $Q(R) \in T_R\hat{C}_{\text{PIC}_k}$ since $\pi^*_k$ is injective.

For present purposes our interest is mainly in the cone $\hat{C}_{\text{PIC}_2}$. It has the following elementary properties:

**Proposition 13.9.** The cone $\hat{C}_{\text{PIC}_k}$ contains the cone of nonnegative curvature operators $\{R : R \geq 0\}$ for any $k$, and every $R \in \hat{C}_{\text{PIC}_2}$ has nonnegative sectional curvature.

**Proof.** We first show that the cone of nonnegative curvature operators in contained in $C_{\text{PIC}}$:

Suppose $R \in \text{Curv}$ is a nonnegative curvature operator, and let $\{e_1, e_2, e_3, e_4\}$ be an orthonormal 4-frame in $\mathbb{R}^n$. By setting $\varphi, \psi \in \bigwedge^2 \mathbb{R}^n$ to be

$$\varphi = e_1 \wedge e_3 + e_4 \wedge e_2$$

$$\psi = e_1 \wedge e_4 + e_2 \wedge e_3$$

we see that

$$0 \leq R(\varphi, \varphi) + R(\psi, \psi) = R_{1313} + R_{1414} + R_{2323} + R_{2424} - 2R_{1234}$$

and so $R \in C_{\text{PIC}}$. The inclusion of the non-negative curvature operators in $\hat{C}_{\text{PIC}_k}$ now follows, since $t_k$ maps non-negative curvature operators to non-negative curvature operators.

Now we show that $\hat{C}_{\text{PIC}_2}$ is contained in the cone of positive sectional curvature operators: If $R \in \hat{C}_{\text{PIC}_2}$, let $\{e_1, e_2\} \subset \mathbb{R}^n$ be an orthonormal 2-frame, and define

$$\hat{e}_1 = (e_1, 0, 0) \quad \hat{e}_2 = (0, 0, 1)$$

$$\hat{e}_3 = (e_2, 0, 0) \quad \hat{e}_4 = (0, 1, 0)$$

which is an orthonormal 4-frame for $\mathbb{R}^n \times \mathbb{R}^2$. As $\hat{R} \in C_{\text{PIC}}$,

$$0 \leq \hat{R}_{1313} + \hat{R}_{1414} + \hat{R}_{2323} + \hat{R}_{2424} - 2\hat{R}_{1234} = \hat{R}_{1212}$$

since $\hat{R}(\hat{e}_1, \hat{e}_3, \hat{e}_1, \hat{e}_3) = R(e_1, e_2, e_1, e_2)$. Therefore $R$ has nonnegative sectional curvatures. \qed

### 13.2.2 An Algebraic Characterisation of the Cone $\hat{C}_{\text{PIC}_2}$

By following [BS09a, Sect. 4], we characterise the cone $\hat{C}_{\text{PIC}_2}$ by providing a necessary and sufficient condition for $\hat{R}$ to have PIC. We use this to show that all curvature operators $R$ which are $1/4$-pinched must lie in the cone $\hat{C}_{\text{PIC}_2}$, thus relating the $1/4$-pinching condition to the PIC condition on $M \times \mathbb{R}^2$.

To begin we quote the following linear algebra result:
Lemma 13.10 ([Che91, Lemma 3.1], [BS09a, p. 303]). Suppose $\varphi, \psi \in \wedge^2 \mathbb{R}^4$ are bivectors that satisfy $\varphi \wedge \psi = 0$, $\varphi \wedge \varphi = \psi \wedge \psi$, and $\langle \varphi, \psi \rangle = 0$. Then there exists an orthonormal basis $\{e_1, e_2, e_3, e_4\}$ for $\mathbb{R}^4$ such that

$$
\varphi = a_1 e_1 \wedge e_3 + a_2 e_4 \wedge e_2 \\
\psi = b_1 e_1 \wedge e_4 + b_2 e_2 \wedge e_3
$$

where $a_1 a_2 = b_1 b_2$.

Working from this lemma, we can prove the following ‘rotated version’:

Lemma 13.11. Suppose $\varphi, \psi \in \wedge^2 \mathbb{R}^4$ satisfy $\varphi \wedge \psi = 0$ and $\varphi \wedge \varphi = \psi \wedge \psi$. Then there exists an orthonormal frame $\{e_1, e_2, e_3, e_4\}$ and $\theta \in \mathbb{R}$ such that

$$
\cos \theta \varphi + \sin \theta \psi = a_1 e_1 \wedge e_3 + a_2 e_4 \wedge e_2 \\
- \sin \theta \varphi + \cos \theta \psi = b_1 e_1 \wedge e_4 + b_2 e_2 \wedge e_3
$$

where $a_1 a_2 = b_1 b_2$.

Proof. Firstly, define $\theta$ to be such that

$$
\frac{1}{2} \sin 2\theta (|\varphi|^2 - |\psi|^2) = \cos 2\theta \langle \varphi, \psi \rangle.
$$

Now set $\varphi' = \cos \theta \varphi + \sin \theta \psi$ and $\psi' = - \sin \theta \varphi + \cos \theta \psi$. By hypothesis, the following quantities both vanish:

$$
\varphi' \wedge \varphi' - \psi' \wedge \psi' = \cos 2\theta (\varphi \wedge \varphi - \psi \wedge \psi) + 2 \sin 2\theta \varphi \wedge \psi = 0 \\
\varphi' \wedge \psi' = \frac{1}{2} \sin 2\theta (\varphi \wedge \varphi - \psi \wedge \psi) + \cos 2\theta \varphi \wedge \psi = 0.
$$

Moreover, by the definition of $\theta$, we also have that

$$
\langle \varphi', \psi' \rangle = \frac{1}{2} \sin 2\theta (|\psi|^2 - |\varphi|^2) + \cos 2\theta \langle \varphi, \psi \rangle = 0,
$$

from which the assertion follows by Lemma 13.10. \hfill \Box

Proposition 13.12 (Characterisation of $\hat{C}_{\text{PIC}}$). $R \in \hat{C}_{\text{PIC}}$ if and only if

$$
R_{1313} + \lambda^2 R_{1414} + \mu^2 R_{2323} + \lambda^2 \mu^2 R_{2424} - 2\lambda \mu R_{1234} \geq 0,
$$

for all orthonormal 4-frames $\{e_1, e_2, e_3, e_4\}$ and all $\lambda, \mu \in [-1, 1]$.

Proof. Suppose $\hat{R} \in C_{\text{PIC}}$. Let $\{e_1, e_2, e_3, e_4\} \subset \mathbb{R}^n$ be an orthonormal 4-frame, and let $\lambda, \mu \in [-1, 1]$. Define

$$
\hat{e}_1 = (e_1, 0, 0) \quad \hat{e}_2 = (\mu e_2, 0, \sqrt{1 - \mu^2}) \\
\hat{e}_3 = (e_3, 0, 0) \quad \hat{e}_4 = (\lambda e_4, \sqrt{1 - \lambda^2}, 0)
$$

and calculate the contributions to $\langle \hat{R} \hat{e}_i, \hat{e}_j \rangle$ for $i,j \in \{1,2,3,4\}$. Then it can be verified that

$$
\hat{R}_{ij} - \lambda \mu R_{1234} \
\lambda^2 (R_{1414} - \lambda^2 R_{1234}) + \mu^2 (R_{2323} - \lambda^2 \mu^2 R_{2424}) \geq 0,
$$

as required. \hfill \Box
to be such that the vectors \( \{ \hat{e}_1, \hat{e}_2, \hat{e}_3, \hat{e}_4 \} \) form an orthonormal 4-frame for \( \mathbb{R}^n \times \mathbb{R}^2 \). With this, it follows that

\[
0 \leq \hat{R}_{1313} + \hat{R}_{1414} + \hat{R}_{2323} + \hat{R}_{2424} - 2\hat{R}_{1234} \\
= R_{1313} + \lambda^2 R_{1414} + \mu^2 R_{2323} + \lambda^2 \mu^2 R_{2424} - 2\lambda\mu R_{1234}.
\]

To show the reverse implication, suppose \( \{ \hat{e}_1, \hat{e}_2, \hat{e}_3, \hat{e}_4 \} \) is an orthonormal 4-frame for \( \mathbb{R}^n \times \mathbb{R}^2 \). By definition each vector \( \hat{e}_j \) is of the form \( \hat{e}_j = (v_j, x_j) \), where \( v_j \in \mathbb{R}^n \) and \( x_j \in \mathbb{R}^2 \). Let \( V \) be a 4-dimensional subspace containing \( \{ v_1, v_2, v_3, v_4 \} \), and define \( \varphi, \psi \in \Lambda^2 V \) by

\[
\varphi = v_1 \wedge v_3 + v_4 \wedge v_2 \\
\psi = v_1 \wedge v_4 + v_2 \wedge v_3.
\]

It is clear that \( \varphi \wedge \varphi = \psi \wedge \psi = 0 \) and \( V \cong \mathbb{R}^4 \). So by Lemma 13.11 there exists an orthonormal basis \( \{ e_1, e_2, e_3, e_4 \} \) for \( V \) such that

\[
\varphi' = \cos \theta \varphi + \sin \theta \psi = a_1 e_1 \wedge e_3 + a_2 e_4 \wedge e_2 \\
\psi' = -\sin \theta \varphi + \cos \theta \psi = b_1 e_1 \wedge e_4 + b_2 e_2 \wedge e_3
\]

where \( a_1a_2 = b_1b_2 \). Using the first Bianchi identity we find that

\[
R(\varphi, \varphi) + R(\psi, \psi) = R(\varphi', \varphi') + R(\psi', \psi') \\
= a_1^2 R_{1313} + b_1^2 R_{1414} + b_2^2 R_{2323} + a_2^2 R_{2424} - 2a_1a_2 R_{1234}.
\]

By setting \( \lambda = b_1/a_1 \) and \( \mu = b_2/a_1 \), our hypothesis implies that the right-hand side is nonnegative. So it follows that

\[
0 \leq R(\varphi, \varphi) + R(\psi, \psi) \\
= R(v_1, v_3, v_1, v_3) + R(v_1, v_4, v_1, v_4) + R(v_2, v_3, v_2, v_3) \\
+ R(v_2, v_4, v_2, v_4) - 2R(v_1, v_2, v_3, v_4) \\
= \hat{R}_{1313} + \hat{R}_{1414} + \hat{R}_{2323} + \hat{R}_{2424} - 2\hat{R}_{1234}.
\]

\[\square\]

**Corollary 13.13.** Let \( R \in \text{Curv} \). If the sectional curvatures of \( R \) are 1/4-pinched, then \( \hat{R} \in \text{C}_{\text{PIC}} \) and so \( R \in \hat{C}_{\text{PIC}_2} \).

**Proof.** Scale the metric (if need be) so that sectional curvatures of \( R \) lie in the interval \( (1, 4] \). Let \( \{ e_1, e_2, e_3, e_4 \} \) be an orthonormal 4-frame in \( \mathbb{R}^n \) and let \( \lambda, \mu \in [-1, 1] \). By Berger’s Lemma (see Section 1.7.7) we have that \( |R(e_1, e_2, e_3, e_4)| \leq 2 \) in which case the result now follows by Proposition 13.12 since
\[ R_{1313} + \lambda^2 R_{1414} + \mu^2 R_{2323} + \lambda^2 \mu^2 R_{2424} - 2\lambda\mu R_{1234} \geq 1 + \lambda^2 + \mu^2 + \lambda^2 \mu^2 - 4|\lambda\mu| \]
\[ = (1 - |\lambda\mu|)^2 + (|\lambda| - |\mu|)^2 \]
\[ \geq 0. \]

**13.3 PIC is Preserved by the Ricci Flow**

It was first shown by Hamilton [Ham97] that positive isotropic curvature on a 4-manifold is preserved by the Ricci flow. The result for \( n \geq 4 \) was settled independently by Brendle and Schoen [BS09a], and by Nguyen [Ngu08].

**Theorem 13.14 (Brendle, Schoen, Nguyen).** Let \( M \) be a compact manifold of dimension \( n \geq 4 \) with a family of metrics \( \{ g(t) \}_{t \in [0,T)} \) evolving under Ricci flow. If \( g(0) \) has positive isotropic curvature, then \( g(t) \) has positive isotropic curvature for all \( t \in [0,T) \).

In this section we prove this theorem using ideas from [BS09a, Ngu08, Ngu10, AN07]. In the remaining sections we will look at alternative arguments and simplifications.

By the previous considerations the proof requires just one step: We must prove that \( C_{\text{PIC}} \) is preserved, in the sense that the vector field \( Q \) on Curv is in the tangent cone to \( C_{\text{PIC}} \) at any boundary point. By Definition 13.3

\[ C_{\text{PIC}} = \bigcap_{\mathbb{O} \in O(n)} \{ R \in \text{Curv} : \tilde{\ell}(R^\mathbb{O}) \geq 0 \} \]

where \( \tilde{\ell}(R) = R_{1313} + R_{2424} + R_{1414} + R_{2323} - 2R_{1234} \). Since \( C_{\text{PIC}} \) is an \( O(n) \)-invariant cone explicitly presented as an intersection of half-spaces, Theorem B.7 of Appendix B implies that it is enough to check that

\[ \tilde{\ell}(Q(R)) \geq 0 \]

for any \( R \in \partial C_{\text{PIC}} \) for which \( \tilde{\ell}(R) = 0 \) and \( \tilde{\ell}(R^\mathbb{O}) \geq 0 \) for all \( \mathbb{O} \in O(n) \).

**Lemma 13.15 (Brendle-Schoen Decomposition).** For any \( R \in \text{Curv} \),

\[ \tilde{\ell}(Q(R)) = \frac{1}{2} \left( (R_{13pq} - R_{24pq})^2 + (R_{14pq} + R_{23pq})^2 \right) \]
\[ + \left( (R_{1p1q} + R_{2p2q})(R_{3p3q} + R_{4p4q}) - R_{12pq}R_{34pq} \right. \]
\[ - (R_{1p3q} + R_{2p4q})(R_{3p1q} + R_{4p2q}) \]
\[ - (R_{1p4q} - R_{2p3q})(R_{4p1q} - R_{3p2q}) \].

**Proof.** By Remark 11.12 \( Q = Q(R) \) satisfies the first Bianchi identity (although \( R^2 \) and \( R^\# \) do not). In which case
\[ \ell(Q(R)) = Q_{1313} + Q_{1414} + Q_{2323} + Q_{2424} - 2Q_{1234} \]
\[ = Q_{1313} + Q_{1414} + Q_{2323} + Q_{2424} + 2Q_{1342} + 2Q_{1423}. \]

So by Lemma \[11.16\] and the first Bianchi identity we find that
\[
R^2_{1313} + R^2_{1414} + R^2_{2323} + R^2_{2424} + 2R^2_{1342} + 2R^2_{1423} = \frac{1}{2} \left( (R_{13pq} - R_{24pq})^2 + (R_{14pq} + R_{23pq})^2 \right)
\]
and
\[
R^#_{1313} + R^#_{1414} + R^#_{2323} + R^#_{2424} + 2R^#_{1342} + 2R^#_{1423} = (R_{1p1q} + R_{2p2q})(R_{3p3q} + R_{4p4q})
\]
\[- (R_{1p3q} + R_{2p4q})(R_{3p1q} + R_{4p2q})
\[- (R_{1p4q} - R_{2p3q})(R_{4p1q} - R_{3p2q})
\[- 2R_{1p2q}R_{3p4q} + 2R_{1p2q}R_{4p3q}
\]
\[- (R_{1p1q} + R_{2p2q})(R_{3p3q} + R_{4p4q})
\[- (R_{1p3q} + R_{2p4q})(R_{3p1q} + R_{4p2q})
\[- (R_{1p4q} - R_{2p3q})(R_{4p1q} - R_{3p2q})
\[- R_{12pq}R_{34pq}. \]

\[ \square \]

From this lemma it is clear that
\[
\frac{1}{2} \sum_{p,q=1}^{n} \left( (R_{13pq} - R_{24pq})^2 + (R_{14pq} + R_{23pq})^2 \right) \geq 0,
\]
so in order to prove Theorem \[13.14\] all that is needed is to verify that:

**Claim 13.16.** If \( R \in C_{\text{PIC}} \) with \( \ell(R) = 0 \) then
\[
\sum_{p,q=1}^{n} \left( (R_{1p1q} + R_{2p2q})(R_{3p3q} + R_{4p4q}) - R_{12pq}R_{34pq} - (R_{1p3q} + R_{2p4q})(R_{3p1q} + R_{4p2q}) - (R_{1p4q} - R_{2p3q})(R_{4p1q} - R_{3p2q}) \right) \geq 0. \tag{13.6}
\]

**Remark 13.17.** We observe there is some redundancy in our description of \( C_{\text{PIC}} \), since not all of the half-spaces given by \( \{ \ell(R^\emptyset) \geq 0 \} \) are distinct: \( \ell(R) \) computes the complex sectional curvature of \( R \) in the plane generated by \( e_1 + ie_2 \) and \( e_3 + ie_4 \), but this is unchanged if we choose a different basis for the same complex 2-plane. In particular we get the same result if we replace \( e_1 + ie_2 \) by \( e_2 - ie_1 = -i(e_1 + ie_2) \), or replace \( e_3 + ie_4 \) by \( e_4 - ie_3 \), or interchange \( e_1 + ie_2 \) with \( e_3 + ie_4 \). Thus for any inequalities we prove for \( \ell(R) \) there are corresponding inequalities for \( \ell(R^\emptyset) \), where \( \emptyset \) is an \( O(n) \) matrix which has
the top-most $4 \times 4$ block given by any of
\[
\begin{bmatrix}
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix},
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
\end{bmatrix}, \quad \text{or}
\begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\end{bmatrix}.
\]

**13.3.1 Inequalities from the Second Derivative Test.** In this section we prove Claim 13.16 by applying the second derivative test to the function $Z$ on $O(n)$, defined by
\[
Z(O) = \tilde{\ell}(R^O),
\]
along integral curves in the Lie group $O(n)$ through the identity.

Integral curves in $O(n)$ can be conveniently computed by following the flow of left-invariant vector fields: Given $\Lambda \in \mathfrak{so}(n)$, the corresponding left-invariant vector field $X \in \text{Lie}(O(n))$ is given by $X_O = O \circ \Lambda$. The integral curve through the identity in direction $\Lambda$ is given by solving the ode
\[
d\frac{d}{ds}O(s) = O(s) \circ \Lambda \\
O(0) = I_n
\]
Equivalently, if we write $v_i(s) = (O(s))e_i$, then this is equivalent to the system
\[
d\frac{d}{ds}v_i = d\frac{d}{ds}(Oe_i) = O(A_i^j e_j) = A_{ij}v_j, \quad (13.7)
\]
with $v_i(0) = e_i$.

We observe that $Z(O(0)) = \tilde{\ell}(R) = 0$ by construction, while $Z(O(s)) = \tilde{\ell}(R^{O(s)}) \geq 0$ for every $s$. So the first and second derivative tests imply that
\[
d\frac{d}{ds}Z(O(s)) \bigg|_{s=0} = 0 \\
\frac{d^2}{ds^2}Z(O(s)) \bigg|_{s=0} \geq 0.
\]
By explicitly evaluating these first and second derivative conditions, we show in Sections 13.3.1.1 that the sums over indices $p \leq 4 < q$, $q \leq 4 < p$ and over $1 \leq p, q \leq 4$ of (13.6) all vanish. In Section 13.3.1.2 we show that the sum over $p, q \geq 5$ of (13.6) is nonnegative, thus proving Claim 13.16.

\[2\] Recall that we are identifying $O(n)$ with a subset of $\text{End}(\mathbb{R}^n) \simeq (\mathbb{R}^n)^* \otimes \mathbb{R}^n$, namely the set of linear transformations of $\mathbb{R}^n$ which are isometries. The tangent space $T_I O(n)$ to the identity is then the subspace of anti-self-adjoint transformations $\mathfrak{so}(n) = \{\Lambda : \Lambda^T + \Lambda = 0\} \simeq \wedge^2(\mathbb{R}^n)$ (see [Lee02, Example 8.39]).

\[3\] Note that the flow $\Psi$ of the left-invariant vector field $X$ is given by $\Psi_s = R_{\exp sA}$ (i.e. right multiplication by $\exp sA$), so that the path $O(s) = \Psi_s(I_n) = \exp sA$ (see [Lee02, Proposition 20.8(g)]).
13.3.1.1 First Order Terms. We write

\[ Z(\Theta(s)) = \tilde{\ell}(R^{\Theta(s)}) \]

\[ = R(v_1, v_3, v_1, v_3) + R(v_2, v_4, v_2, v_4) + R(v_1, v_4, v_1, v_4) \]

\[ + R(v_2, v_3, v_2, v_3) - 2R(v_1, v_2, v_3, v_4), \]

and differentiate directly using equation (13.7). The first derivative gives

\[
\frac{1}{2} \frac{d}{ds} Z \bigg|_{s=0} = (R_{p313} + R_{p414} - R_{p234})A_{1p}
\]

\[
+ (R_{p323} + R_{p424} - R_{1p34})A_{2p}
\]

\[
+ (R_{1p13} + R_{2p23} - R_{12p4})A_{3p}
\]

\[
+ (R_{1p14} + R_{2p24} - R_{123p})A_{4p}
\]

(13.8)

where we have used

\[
\frac{d}{ds} R(v_a, v_b, v_c, v_d) \bigg|_{s=0} = \Lambda_{aj}R_{j234} + \Lambda_{b} R_{1j34} + \Lambda_{cj} R_{12j4} + \Lambda_{dj} R_{123j}.
\]

From the first derivative condition, the right-hand side of (13.8) vanishes for any choice of antisymmetric \( \Lambda \). Choosing \( \Lambda = e_p \wedge e_q \) with \( p \leq 4 < q \) gives

\[
p = 1: \quad 0 = R_{133q} + R_{144q} + R_{432q} \quad (13.9a)
\]

\[
p = 2: \quad 0 = R_{233q} + R_{244q} + R_{341q} \quad (13.9b)
\]

\[
p = 3: \quad 0 = R_{131q} + R_{232q} + R_{124q} \quad (13.9c)
\]

\[
p = 4: \quad 0 = R_{141q} + R_{242q} + R_{213q} \quad (13.9d)
\]

The remaining cases are \( \Lambda = e_p \wedge e_q \) with \( 1 \leq p < q \leq 4 \). By Remark 13.17, the path \( \Theta(s) = \exp s(e_1 \wedge e_2) \) corresponds to multiplying \( e_1 + ie_2 \) by \( e^{is} \). Similarly, the choice \( \Theta(s) = \exp s(e_3 \wedge e_4) \) multiplies \( e_3 + ie_4 \) by \( e^{is} \). Finally, \( \Lambda = e_1 \wedge e_3 + e_2 \wedge e_4 \) and \( \Lambda = e_1 \wedge e_4 - e_2 \wedge e_3 \) give changes of basis in the complex 2-plane. All of these keep \( Z = \tilde{\ell}(R^{\exp s\Lambda}) \) fixed. Thus the only nontrivial identities are given by choosing \( \Lambda \) equal to \( e_1 \wedge e_3 \) and \( e_1 \wedge e_4 \):

\[
e_1 \wedge e_3 : \quad R_{3414} + R_{3423} + R_{1223} + R_{1214} = 0 \quad (13.10a)
\]

\[
e_1 \wedge e_4 : \quad R_{3424} + R_{3134} + R_{2113} + R_{1224} = 0. \quad (13.10b)
\]

Lemma 13.18 ([BS09a Proposition 5]).

\[
\sum_{p,q=1}^{4} \left( (R_{1p1q} + R_{2p2q})(R_{3p3q} + R_{4p4q}) - R_{12pq}R_{34pq} \right.
\]

\[
- (R_{1p3q} + R_{2p4q})(R_{3p1q} + R_{4p2q})
\]

\[
- (R_{1p4q} - R_{2p3q})(R_{4p1q} - R_{3p2q}) \right) = 0.
\]
Proof. By direct computation we get
\[
\sum_{p,q=1}^{4} \left( (R_{1p1q} + R_{2p2q})(R_{3p3q} + R_{4p4q}) - R_{12pq}R_{34pq} \right) \\
- (R_{1p3q} + R_{2p4q})(R_{3p1q} + R_{4p2q}) \\
- (R_{1p4q} - R_{2p3q})(R_{4p1q} - R_{3p2q}) \right)
\]
\[
= (R_{1212} + R_{3434})(R_{1313} + R_{1414} + R_{2323} + R_{2424} - 2R_{1234}) \\
+ 2R_{1234}(R_{1313} + R_{1414} + R_{2323} + R_{2424} + 2R_{1342} + 2R_{1423}) \\
- (R_{1213} + R_{1242} + R_{3413} + R_{3442})^2 \]
\[
- (R_{1214} + R_{1223} + R_{3414} + R_{3423})^2 \\
= (R_{1212} + R_{3434} + 2R_{1234})(R_{1313} + R_{1414} + R_{2323} + R_{2424} - 2R_{1234}) \\
- (R_{1213} + R_{1242} + R_{3413} + R_{3442})^2 \\
- (R_{1214} + R_{1223} + R_{3414} + R_{3423})^2 \\
= 0.
\]
The expression now vanishes by (13.10a) and (13.10b).

\[\square\]

Lemma 13.19 ([BS09a, Proposition 7]). For fixed \(q \geq 5\), we have
\[
\sum_{p=1}^{4} \left( (R_{1p1q} + R_{2p2q})(R_{3p3q} + R_{4p4q}) - R_{12pq}R_{34pq} \right) \\
- (R_{1p3q} + R_{2p4q})(R_{3p1q} + R_{4p2q}) \\
- (R_{1p4q} - R_{2p3q})(R_{4p1q} - R_{3p2q}) \right) = 0.
\]

Proof. Using equations (13.9a) and (13.9b) a direct computation shows that
\[
\sum_{p=1}^{2} \left( (R_{1p1q} + R_{2p2q})(R_{3p3q} + R_{4p4q}) - R_{12pq}R_{34pq} \right) \\
= R_{212q}(R_{313q} + R_{414q}) + R_{121q}(R_{323q} + R_{424q}) \\
- R_{121q}R_{341q} - R_{122q}R_{342q} \\
= R_{212q}(R_{313q} + R_{414q} + R_{342q}) \\
+ R_{121q}(R_{323q} + R_{424q} - R_{341q}) \\
= 0
\]

and
\[
\sum_{p=3}^{4} \left( (R_{1p3q} + R_{2p4q})(R_{3p1q} + R_{4p2q}) - (R_{1p4q} - R_{2p3q})(R_{4p1q} - R_{3p2q}) \right) \\
= \left( R_{133q} + R_{234q} \right) R_{432q} + \left( R_{143q} + R_{244q} \right) R_{341q} \\
+ \left( R_{134q} - R_{233q} \right) R_{431q} - \left( R_{144q} + R_{243q} \right) R_{342q} \\
= \left( R_{133q} + R_{234q} + R_{144q} - R_{243q} \right) R_{432q} \\
+ \left( R_{143q} + R_{244q} - R_{134q} + R_{233q} \right) R_{341q} \\
= \left( R_{133q} + R_{144q} + R_{432q} \right) R_{432q} \\
+ \left( R_{341q} + R_{244q} + R_{233q} \right) R_{341q} \\
= 0.
\]

Replacing \{e_1, e_2, e_3, e_4\} by \{e_3, e_4, e_1, e_2\} (see Remark 13.17) yields

\[
\sum_{p=1}^{2} \left( (R_{1p3q} + R_{2p4q})(R_{3p1q} + R_{4p2q}) + (R_{1p4q} - R_{2p3q})(R_{4p1q} - R_{3p2q}) \right) = 0
\]

\[
\sum_{p=3}^{4} \left( (R_{1p1q} + R_{2p2q})(R_{3p3q} + R_{4p4q}) - R_{12pq} R_{34pq} \right) = 0.
\]

The result now follows by putting these sums together. \(\square\)

**13.3.1.2 Second Order Terms.** We now calculate the second derivative of \(Z\) and establish the nonnegativity of the final final sum over indices \(p, q \geq 5\) of (13.6). By grouping similar terms we find that the second order derivative of \(Z\), calculated from (13.8), is equal to

\[
\frac{1}{2} \frac{d^2 Z}{ds^2} = \left( R_{j3k3} + R_{j4k4} \right) A_{1j} A_{1k} + \left( R_{j3k3} + R_{j4k4} \right) A_{2j} A_{2k} \\
+ \left( R_{1j1k} + R_{2j2k} \right) A_{3j} A_{3k} + \left( R_{1j1k} + R_{2j2k} \right) A_{4j} A_{4k} \\
+ 2 \left( R_{jk13} + R_{jk31} - R_{jk23} \right) A_{1j} A_{3k} + 2 \left( R_{jk14} + R_{jk41} - R_{jk23} \right) A_{1j} A_{4k} \\
+ 2 \left( R_{jk23} + R_{jk32} - R_{jk14} \right) A_{2j} A_{3k} + 2 \left( R_{jk24} + R_{jk42} - R_{jk13} \right) A_{2j} A_{4k} \\
+ \left( R_{k313} + R_{k414} - R_{k234} \right) A_{1j} A_{jk} + \left( R_{k323} + R_{k424} - R_{k134} \right) A_{2j} A_{jk} \\
+ \left( R_{1k13} + R_{2k23} - R_{1k24} \right) A_{3j} A_{jk} + \left( R_{1k14} + R_{2k24} - R_{1k34} \right) A_{4j} A_{jk} \\
- 2 R_{jk34} A_{1j} A_{2k} - 2 R_{12jk} A_{3j} A_{4k}.
\]

By identifying the following coefficients:

\[
a_{jk} = R_{1j1k} + R_{2j2k} \quad b_{jk} = R_{3j3k} + R_{4j4k} \\
c_{jk} = R_{3j1k} + R_{4j2k} \quad d_{jk} = R_{4j1k} - R_{3j2k} \\
e_{jk} = R_{12jk} \quad f_{jk} = R_{34jk}
\]

we can rewrite the second derivative as
\[
\frac{1}{2} \frac{d^2}{ds^2} Z(\mathcal{O}(s)) \bigg|_{s=0} = 2([R_{3k1j} - R_{4k2j}] - 2R_{3j1k})A_{1j}A_{3k} \\
+ 2([R_{4k2j} - R_{3k1j}] - 2R_{4j2k})A_{2j}A_{4k} \\
+ 2([R_{4k1j} + R_{3k2j}] - 2R_{4j1k})A_{1j}A_{4k} \\
+ 2([R_{3k2j} + R_{4k1j}] - 2R_{3j2k})A_{2j}A_{3k} \\
b_{jk}A_{1j}A_{1k} + b_{jk}A_{2j}A_{2k} + a_{jk}A_{3j}A_{3k} + a_{jk}A_{4j}A_{4k} \\
+ 0A_{1j}A_{jk} + 0A_{2j}A_{jk} + 0A_{3j}A_{jk} + 0A_{4j}A_{jk} \\
- 2f_{jk}A_{1j}A_{2k} - 2e_{jk}A_{3j}A_{4k},
\]

where the zero coefficients are the result of applying (13.9a)–(13.9d). Observe that by making the following frame switch

\[\{e_1, e_2, e_3, e_4\} \mapsto \{e_2, -e_1, e_4, -e_3\},\]

the terms \(a_{jk}, b_{jk}, c_{jk}, f_{jk}\) remain invariant. In which case, if we denote the new orthonormal frame by \(\mathcal{O}'\), we find that

\[
\frac{1}{2} \frac{d^2}{ds^2} Z(\mathcal{O}'(s)) \bigg|_{s=0} = 2([ R_{4k2j} - R_{3k1j} ] - 2R_{4j2k})A_{1j}A_{3k} \\
+ 2([ R_{3k1j} - R_{4k2j} ] - 2R_{3j1k})A_{2j}A_{4k} \\
+ 2([-R_{3k2j} - R_{4k1j}] + 2R_{3j2k})A_{1j}A_{4k} \\
+ 2([-R_{4k1j} - R_{3k2j}] + 2R_{4j1k})A_{2j}A_{3k} \\
b_{jk}A_{1j}A_{1k} + b_{jk}A_{2j}A_{2k} + a_{jk}A_{3j}A_{3k} + a_{jk}A_{4j}A_{4k} \\
+ 0A_{1j}A_{jk} + 0A_{2j}A_{jk} + 0A_{3j}A_{jk} + 0A_{4j}A_{jk} \\
- 2f_{jk}A_{1j}A_{2k} - 2e_{jk}A_{3j}A_{4k}.
\]

We take the sum of the second derivatives in these two frames to get

\[
\frac{1}{2} \left( \frac{d^2}{ds^2} Z(\mathcal{O}(s)) + \frac{d^2}{ds^2} Z(\mathcal{O}'(s)) \right) \bigg|_{s=0} = -4c_{jk}A_{1j}A_{3k} - 4c_{jk}A_{2j}A_{4k} \\
- 4d_{jk}A_{1j}A_{4k} + 4d_{jk}A_{2j}A_{3k} \\
+ 2b_{jk}A_{1j}A_{1k} + 2b_{jk}A_{2j}A_{2k} \\
+ 2a_{jk}A_{3j}A_{3k} + 2a_{jk}A_{4j}A_{4k} \\
- 4f_{jk}A_{1j}A_{2k} - 4e_{jk}A_{3j}A_{4k}
\]

which is a considerably simpler looking expression involving only \(a_{jk}, b_{jk}, c_{jk}\) and \(f_{jk}\) terms. Moreover, since \(Z(\mathcal{O}(0)) = Z(\mathcal{O}'(0)) = 0\) and \(Z(\mathcal{O}) \geq 0\) for all \(\mathcal{O}\), the sum

\[
\frac{d^2}{ds^2} Z(\mathcal{O}(s)) \bigg|_{s=0} + \frac{d^2}{ds^2} Z(\mathcal{O}'(s)) \bigg|_{s=0}
\]

\[\text{Remark 13.17} \text{.}\]

\[\text{Note that this the same switch used in BS09a Proposition 8} \] (see also Remark 13.17).
is positive semi-definite by construction. Thus the corresponding matrix

\[
L = 2 \begin{pmatrix}
    B & -F & -C & -D \\
    F & B & D & -C \\
    -C^T & D^T & A & -E \\
    -D^T & -C^T & E & A
\end{pmatrix}
\]

is also positive semi-definite (note \(E^T = -E\) and \(F^T = -F\)). Defining

\[
U = \begin{pmatrix}
    0 & 0 & I & 0 \\
    0 & 0 & 0 & -I \\
    -I & 0 & 0 & 0 \\
    0 & I & 0 & 0
\end{pmatrix},
\]

the conjugation of \(L\) by \(U\) is

\[
L^\vee = ULU^T = 2 \begin{pmatrix}
    A & E & C^T & D^T \\
    -E & A & -D^T & C^T \\
    C & -D & B & F \\
    D & C & -F & B
\end{pmatrix}.
\]

In which case positive semi-definiteness implies that

\[
0 \leq \frac{1}{4} \text{tr} LL^\vee = \text{tr} AB + \text{tr} EF - \text{tr} C^2 - \text{tr} D^2 = \sum_{j,k=5}^{n} a_{jk}b_{jk} - \sum_{j,k=5}^{n} (e_{jk}f_{jk} + c_{jk}c_{kj} + d_{jk}d_{kj}).
\]

Therefore

\[
\sum_{j,k=5}^{n} \left( a_{jk}b_{jk} - e_{jk}f_{jk} - c_{jk}c_{kj} - d_{jk}d_{kj} \right) \geq 0.
\]

This proves Claim 13.16. Theorem 13.14 follows by the maximum principle.

### 13.4 PCSC is Preserved by the Ricci Flow

In this section we show directly that nonnegative complex sectional curvature is preserved under the Ricci flow. This provides an alternative approach to showing that \(\hat{C}_{\text{PIC}}\) is preserved without discussing the PIC condition. We also use the argument as motivation for the next section where we adapt it to give a notationally simpler proof that PIC is preserved.

#### 13.4.1 The Mok Lemma.

The main technical tool in our proof will be the following simple case of a result originally proved by Mok [Mok88].
Lemma 13.20. Let $A$ be a non-negative Hermitian form on $\mathbb{C}^{2n}$ given by

$$A = \begin{pmatrix} A & B \\ B^* & C \end{pmatrix}.$$ 

Then

$$\text{tr } A C \geq \text{tr } B \bar{B}.$$ 

Proof. Firstly, note that if $A$ is non-negative definite, then so is the matrix

$$B = \begin{pmatrix} \bar{C} & -\bar{B}^* \\ -\bar{B} & \bar{A} \end{pmatrix}$$

since

$$(x \ y) B \begin{pmatrix} x^* \\ y^* \end{pmatrix} = (y - x) \bar{A} \begin{pmatrix} y^* \\ -x^* \end{pmatrix} \geq 0.$$ 

We observe that $\text{tr } AB \geq 0$, since If $U \in U(2n)$ diagonalises $A$, then

$$\text{tr } AB = \text{tr } (U^* A U)(U^* B U) = \sum_i a_{ii} b_{ii} \geq 0$$

where $a_{ii} = (U e_i)^* A (U e_i) \geq 0$ and $b_{ii} = (U e_i)^* B (U e_i) \geq 0$ for each $i$. Now observe

$$\text{tr } AB = \text{tr } (A C - B \bar{B}) + \text{tr } (C \bar{A} - B^* \bar{B}^*).$$

Since $\text{tr } C \bar{A} = \text{tr } A^* C^T = \text{tr } A C$ and $\text{tr } B^* \bar{B}^* = \text{tr } B \bar{B}$ we have that

$$\text{tr } AB = 2 \text{tr } (A C - B \bar{B})$$

and so the lemma follows. \qed

13.4.2 Preservation of PCSC Proof. It is now straightforward to prove that positive complex sectional curvature is preserved under the Ricci flow.\footnote{We learnt this argument from unpublished work of Ni and Wolfson.} To prove that the vector field $Q$ points into $C_{\text{PCSC}}$ it suffices to consider (by the characterisation of the cone $C_{\text{PCSC}}$ in Definition 13.2) $R \in C_{\text{PCSC}}$ and $X, Y \in \mathbb{R}^n_{\mathbb{C}}$ for which $\ell_{X,Y}(R) = 0$, and prove that $\ell_{X,Y}(Q(R)) \geq 0$. Noting that $\ell_{X,Y}(R) = X^i Y^j \bar{X}^k \bar{Y}^\ell R_{ijkl}$, this amounts to the following:

Claim 13.21. If $R(X, Y, \bar{X}, \bar{Y}) = X^i Y^j \bar{X}^k \bar{Y}^\ell R_{ijkl} = 0$ and all complex sectional curvatures are nonnegative, then

$$X^i Y^j \bar{X}^k \bar{Y}^\ell Q_{ijkl} \geq 0.$$ 

Proof. To prove this claim, consider $X(t) = X + t W$ and $Y(t) = Y + t Z$. Also, define

$$h(t) := X^i(t) Y^j(t) \bar{X}^k(t) \bar{Y}^\ell(t) R_{ijkl}.$$
So we have \( h(0) = 0 \) and \( h(t) \geq 0 \) for all \( t \). Hence \( h'(0) = 0 \) and \( h''(0) \geq 0 \).

Computing \( \frac{1}{2} h''(t) \) directly, we find

\[
\left( W^i Z^j \bar{X}^k \bar{Y}^\ell + W^i Y^j \bar{W}^k \bar{Y}^\ell + W^i Y^j \bar{X}^k \bar{Z}^\ell \\
+ X^i Z^j \bar{W}^k \bar{Y}^\ell + X^i Z^j \bar{X}^k \bar{Z}^\ell + X^i Y^j \bar{W}^k \bar{Z}^\ell \right) R_{ijkl} \geq 0.
\]

The inequality holds for arbitrary \( W \) and \( Z \) in \( \mathbb{R}^n \). In particular, the same inequality with \( W \) replaced by \( iW \) and \( Z \) replaced by \( iZ \) gives the following:

\[
\left( - W^i Z^j \bar{X}^k \bar{Y}^\ell + W^i Y^j \bar{W}^k \bar{Y}^\ell + W^i Y^j \bar{X}^k \bar{Z}^\ell \\
+ X^i Z^j \bar{W}^k \bar{Y}^\ell + X^i Z^j \bar{X}^k \bar{Z}^\ell - X^i Y^j \bar{W}^k \bar{Z}^\ell \right) R_{ijkl} \geq 0.
\]

Adding these two inequalities gives:

\[
\left( W^i Y^j \bar{W}^k \bar{Y}^\ell + X^i Z^j \bar{X}^k \bar{Z}^\ell \\
+ W^i Y^j \bar{X}^k \bar{Z}^\ell + X^i Z^j \bar{W}^k \bar{Y}^\ell \right) R_{ijkl} \geq 0.
\] (13.11)

Writing this as the positivity of a Hermitian form on \( \mathbb{R}^n_C \times \mathbb{R}^n_C \) we get

\[
(W Z) \begin{pmatrix} A & B \\ B^* & C \end{pmatrix} \begin{pmatrix} W^* \\ Z^* \end{pmatrix} \geq 0
\]

where

\[
A_{pq} = Y^j \bar{Y}^\ell R_{ijpq} \\
B_{pq} = -Y^j \bar{X}^k R_{pjqk} \\
C_{pq} = X^i \bar{X}^k R_{ipkq}.
\]

Then Mok’s lemma implies

\[
0 \leq \text{tr} (\bar{A} \bar{C} - B \bar{B}) = X^i Y^j \bar{X}^k \bar{Y}^\ell R_{ipkq} R_{jplq} - X^i Y^j \bar{X}^k \bar{Y}^\ell R_{iplq} R_{jpqk}
\]

which is precisely the \( R^\# \) term in \( X^i Y^j \bar{X}^k \bar{Y}^\ell Q_{ijkl} \). The remaining squared term is trivially nonnegative, since

\[
\frac{1}{2} X^i Y^j \bar{X}^k \bar{Y}^\ell R_{ijpq} R_{pqk\ell} = \frac{1}{2} \sum_{p,q} |X^i Y^j R_{ijpq}|^2 \geq 0.
\]

This completes the proof.

\[\square\]

13.4.3 Relating PCSC to PIC. We can relate the complex sectional curvature condition to the cone construction discussed in Section 13.2.
Proposition 13.22. The cone \( C_{PCSC} = \hat{\mathcal{C}}_{PIC} \) for \( k \geq 2 \).\(^6\)

**Proof.** Certainly \( C_{PCSC} \subseteq \hat{\mathcal{C}}_{PIC} \), since if \( R \in C_{PCSC} \) then the complex sectional curvature of any 2-plane in \( \mathbb{C}^{n+k} \) is proportional to the complex curvature of its projection onto \( \mathbb{C}^n \), which is non-negative.

In order to see the converse, it is enough to show that given \( Z, W \in \mathbb{C}^n \) linearly independent, there exist extensions \( \tilde{Z}, \tilde{W} \) on \( \mathbb{C}^n \times \mathbb{C}^2 \) such that the complex 2-plane they generate is totally isotropic and
\[
K_M(Z, W, \tilde{Z}, \tilde{W}) = K_{M \times \mathbb{R}^2}(\tilde{Z}, \tilde{W})
\]
(13.12)

To show this, let \( \tilde{Z} = Z + u e_1 + v e_2 \) and \( \tilde{W} = W + x e_1 + y e_2 \) be extensions of \( Z, W \) which span a totally isotropic plane. Here \( \{e_1, e_2\} \) is an orthonormal basis for the factor \( \mathbb{R}^2 \). Clearly (13.12) is satisfied since the extra \( \mathbb{R}^2 \) part is flat. To show the isotropic condition, one needs \( \tilde{Z} \cdot \tilde{Z} = \tilde{W} \cdot \tilde{W} = \tilde{Z} \cdot \tilde{W} = 0 \).

By expanding the inner product, this is equivalent to
\[
\begin{align*}
Z \cdot Z + u^2 + v^2 &= 0 \\
W \cdot W + x^2 + y^2 &= 0 \\
Z \cdot W + ux + vy &= 0.
\end{align*}
\]

These can be written in the matrix form \( XX^T = A \), with
\[
X = \begin{pmatrix} u & v \\ x & y \end{pmatrix}, \quad A = \begin{pmatrix} a & c \\ c & b \end{pmatrix}
\]
where \( a = -Z \cdot Z, \ b = -W \cdot W, \) and \( c = -Z \cdot W \). The matrix equation can be solved since \( A \) can be diagonalised by a \( GL(2, \mathbb{C}) \) transformation. \( \square \)

### 13.5 Preserving PIC Using the Complexification

In this section we give a proof that PIC is preserved, by working directly with the description (13.3) of PIC in terms of the complex sectional curvatures, instead of the expression (13.4). While the argument is fundamentally the same, working with the complexification results in considerable notational simplification, and perhaps elucidates the particular choices and combinations which were made in the previous approach.\(^7\)

We write
\[
C_{PIC} = \{ R \in \text{Curv} \colon \ell(R) \geq 0, \text{ for all } \ell \in B \}
\]

\(^6\) This observation is due to Nolan Wallach. A similar argument also identifies \( \hat{\mathcal{C}}_{PIC} \), the cone of operators which has positive complex sectional curvature on isotropic (not necessarily *totally isotropic*) 2-planes (cf. Section 13.1).

\(^7\) We note that there is a more recent argument announced by Wilking, which proves that a large family of cones are preserved by the Ricci flow, including in particular \( C_{PCSC}, \hat{\mathcal{C}}_{PIC}, \) and \( \hat{\mathcal{C}}_{PIC2} \).
where $B = \{\ell_{u,v} : u,v \in \mathbb{R}^n, u \cdot u = u \cdot v = v \cdot v = 0\}$, and $\ell_{u,v}(R) = R(u,v,\bar{u},\bar{v})$. By the maximum principle and the results of Section B.5 in Appendix B, it suffices to show that $\ell_{u,v}(Q(R)) \geq 0$ whenever $R$ is an element of $C_{\text{PIC}}$ with $\ell_{u,v}(R) = 0$ and $\ell_{u,v} \in B$. Noting that $Q(R) = R^2 + R^{\#}$, and that $\ell_{u,v}(R^2) = R^2(u,v,\bar{u},\bar{v}) \geq 0$, it suffices to prove that $\ell_{u,v}(R^{\#}) \geq 0$.

In order to prove this, we first observe that $\ell$ is really defined on a quotient of $B$: $\ell_{au + bv, cu + dv} = (ad - bc)^2 \ell_{u,v}$, so we have an action of $\text{GL}(2, \mathbb{C})$ which only changes $\ell$ by a positive factor. Also note that $(au + bv, cu + dv)$ still satisfies the totally isotropic conditions. Therefore we can choose $u$ and $v$ so that $u \cdot \bar{u} = v \cdot \bar{v} = 1$ and $u \cdot \bar{v} = 0$. It follows that we can choose an orthonormal basis for $\mathbb{R}^n$ consisting of $e_1 = u$, $e_2 = \bar{u}$, $e_3 = v$, $e_4 = \bar{v}$, and $(n - 4)$ other vectors $e_p$, $p > 4$, which can be chosen to be real ($\bar{e}_p = e_p$).

Let $X$ and $Y$ be arbitrary vectors in the span of $\{e_p : p > 4\}$. We will consider the smooth family $(U(t), V(t))$ defined by

\[
U(t) = u + tX - \frac{t^2 X \cdot \bar{u}}{2} - \frac{t^2 X \cdot \bar{v}}{2},
\]

\[
V(t) = v + tY - \frac{t^2 Y \cdot \bar{u}}{2} - \frac{t^2 Y \cdot \bar{v}}{2}.
\]

A direct computation (using the fact that $X \cdot u = X \cdot \bar{u} = X \cdot v = X \cdot \bar{v} = 0$, and similarly for $Y$) shows that $(U(t), V(t))$ is totally isotropic for every $t$. Since $R$ is in $C_{\text{PIC}}$, we have $\ell_{U(t), V(t)}(R) \geq 0$ for all $t$, but $\ell_{U(0), V(0)}(R) = 0$, and hence the first derivative vanishes and the second derivative is non-negative when $t = 0$. We compute directly:

\[
\frac{d}{dt} \ell_{(U(t), V(t))}(R)
\]

\[
= R(\dot{U}, V, \dot{U}, \dot{V}) + R(U, \dot{V}, \dot{U}, \dot{V}) + R(U, V, \dot{U}, \dot{V}) + R(U, V, \dot{U}, \dot{V})
\]

\[
= 2\Re(R(\dot{U}, V, \dot{U}, \dot{V}) + R(U, \dot{V}, \dot{U}, \dot{V})).
\]

Evaluating at $t = 0$ gives

\[
0 = \Re(R(X, v, \bar{u}, \bar{v}) + R(u, Y, \bar{u}, \bar{v})).
\]

The same equation with $X$ and $Y$ replaced by $iX$ and $iY$ gives

\[
0 = \Im(R(X, v, \bar{u}, \bar{v}) + R(u, Y, \bar{u}, \bar{v})).
\]

Since $X$ and $Y$ are arbitrary vectors in the span of $\{e_p : p > 4\}$, this implies

\[
R(X, v, \bar{u}, \bar{v}) = R(u, Y, \bar{u}, \bar{v}) = 0
\]

for any $X, Y \in \text{span}\{e_p : p > 4\}$.

Now we differentiate equation \[13.13\] again in $t$:
\[
\frac{d^2}{dt^2} \ell(U(t), V(t))(R) = R(\ddot{U}, V, \dddot{V}) + R(U, \dddot{V}, \dddot{V})
+ R(U, V, \ddot{V}) + R(U, V, \ddot{V})
+ 2R(\ddot{U}, \dot{V}, \dddot{V}) + R(\dot{U}, V, \ddot{V}) + 2R(\ddot{U}, V, \ddot{V})
+ 2R(U, \dot{V}, \dddot{V}) + 2R(U, \dot{V}, \ddot{V}) + R(U, V, \dot{U}, \dot{V}).
\]

Now we take the same with \(X\) and \(Y\) replaced by \(iX\) and \(iY\) respectively, and add. Note that this reverses the signs of \(\dot{U}\) and \(\dot{V}\), so all the terms involving these second derivatives cancel. The terms involving \(R(\ddot{U}, \dot{V}, \dddot{V})\) and its conjugate also cancel. Evaluating at \(t = 0\) (so that \(\ddot{U} = X\) and \(\dot{V} = Y\)) we obtain the following:

\[
R(X, v, \dot{X}, \dot{v}) + R(u, Y, \dddot{u}, \ddot{Y})
+ R(X, v, \dddot{u}, \ddot{Y}) + R(u, Y, \dddot{u}, \dddot{v}) \geq 0 \quad (13.16)
\]

for all \(X, Y \in \text{span}\{e_p : p > 4\}\). Note the similarity to equation (13.11). It follows by the same argument as used there that

\[
\sum_{p, q > 4} (R(u, e_p, \dddot{u}, e_q)R(v, e_p, \ddot{v}, e_q) - R(u, e_p, \dddot{v}, e_q)R(v, e_p, \dddot{u}, e_q)) \geq 0.
\]

This is almost the same as \(R^\#(u, v, \dddot{u}, \ddot{v})\), except that the sum is not over all values of \(p\). To fix this problem we look in more detail at the terms which are missing: These are

\[
\sum_{1 \leq p, q \leq 4} (R(u, e_p, \dddot{u}, e_q)R(v, e_p, \dddot{v}, e_q) - R(u, e_p, \dddot{v}, e_q)R(v, e_p, \dddot{u}, e_q))
+ \sum_{p \leq 4 < q} (R(u, e_p, \dddot{u}, e_q)R(v, e_p, \dddot{v}, e_q) - R(u, e_p, \dddot{v}, e_q)R(v, e_p, \dddot{u}, e_q))
+ \sum_{q \leq 4 < p} (R(u, e_p, \dddot{u}, e_q)R(v, e_p, \dddot{v}, e_q) - R(u, e_p, \dddot{v}, e_q)R(v, e_p, \dddot{u}, e_q)).
\]

The second and third sums above are zero by the first derivative condition (13.15): The second sum expands to give (for each \(q > 4\))

\[
R(u, \dddot{u}, \dddot{v}, e_q)R(v, u, \dddot{v}, e_q) + R(u, v, \dddot{u}, e_q)R(v, \dddot{v}, \dddot{v}, e_q)
- R(u, \dddot{u}, \dddot{v}, e_q)R(v, u, \dddot{v}, e_q) - R(u, v, \dddot{v}, e_q)R(v, \dddot{v}, \dddot{u}, e_q).
\]

The second factor in the first and third terms, and the first factor in the second and fourth terms, all vanish by (13.15). The third sum expands similarly. This leaves only the terms where both \(p\) and \(q\) are less than or equal to 4, which expand as follows:
\[ R(u, \bar{u}, \bar{u}, \bar{v}) R(v, u, \bar{v}, u) + R(u, \bar{u}, \bar{u}, \bar{v}) R(v, u, \bar{v}, v) \\
+ R(u, v, \bar{u}, u) R(v, \bar{v}, \bar{v}, \bar{u}) + R(u, v, \bar{v}, \bar{v}) R(v, \bar{u}, \bar{v}, v) \\
- R(u, \bar{u}, \bar{v}, \bar{u}) R(v, u, \bar{u}, u) - R(u, \bar{u}, \bar{v}, v) R(v, u, \bar{u}, \bar{v}) \\
- R(u, v, \bar{v}, \bar{u}) R(v, \bar{v}, \bar{u}, u) - R(u, v, \bar{v}, v) R(v, \bar{v}, \bar{u}, \bar{v}). \]

Here the second factor in the first and sixth terms, and the first factor in
the fourth and seventh terms, vanish since
\[ R(u, v, \bar{u}, \bar{v}) = \ell(u, v) R(u, \bar{u}, \bar{u}, \bar{v}) = 0. \]

The remaining terms factor to give
\[ (R(u, \bar{u}, \bar{u}, \bar{v}) + R(v, \bar{v}, \bar{u}, \bar{v})) (R(u, v, v, \bar{v}) + R(u, v, u, \bar{u})). \]

For the punchline we need to consider two more smooth curves in \( B \): First
let \( U(t) = u + t \bar{v} \) and \( V(t) = v - t \bar{u} \). Then \( \ell_{U(t), V(t)} \in B \) for every \( t \), so
\[ 0 = \frac{d}{dt} \ell_{U(t), V(t)} R(t=0) = R(\bar{v}, v, \bar{u}, \bar{v}) - R(u, \bar{u}, \bar{u}, \bar{v}) \\
+ R(u, v, \bar{v}, \bar{u}) - R(u, v, u, \bar{u}). \]

Now the same computation with \( U(t) = u + it \bar{v} \) and \( V(t) = v - it \bar{u} \) gives
\[ 0 = iR(\bar{v}, v, \bar{u}, \bar{v}) - iR(u, \bar{u}, \bar{u}, \bar{v}) - iR(u, v, v, \bar{v}) + iR(u, v, u, \bar{u}). \]

These two identities imply
\[ 0 = R(u, v, v, \bar{v}) - R(u, v, u, u) = R(\bar{v}, v, \bar{u}, \bar{v}) - R(u, \bar{u}, \bar{u}, \bar{v}), \]

so that all of the terms arising from the sum with \( 1 \leq p, q \leq 4 \) vanish. We
have proved that
\[ \ell_{(u, v)}(R^\#) = \sum_{p, q > 4} \left( R(u, e_p, \bar{u}, e_q) R(v, e_p, \bar{v}, e_q) \\
- R(u, e_p, \bar{v}, e_q) R(v, e_p, \bar{u}, e_q) \right) \geq 0, \quad (13.17) \]

so by the maximum principle PIC is preserved by Ricci flow.
Chapter 14
The Final Argument

14.1 Proof of the Sphere Theorem

We now have all the ingredients in place to prove the following:

Theorem 14.1 (Differentiable 1/4-Pinched Sphere Theorem). A compact, pointwise 1/4-pinched Riemannian manifold of dimension \( n \geq 4 \) is diffeomorphic to a spherical space form.

Remark 14.2. In fact we prove the stronger result that any compact Riemannian manifold \((M, g)\) such that \( M \times \mathbb{R}^2 \) has positive curvature on totally isotropic 2-planes (equivalently, any compact Riemannian manifold with positive complex sectional curvatures) is diffeomorphic to a spherical space-form. This implies the pointwise differentiable 1/4-pinching sphere theorem by Corollary 13.13.

Proof. Suppose \((M, g_0)\) is a compact Riemannian manifold with positive complex sectional curvatures, so that the curvature operator \( R \) is in the interior of \( C_{\text{PCSC}} = \widehat{C}_{\text{PIC}} \) for every \( p \in M \) (cf. Section 13.4.3). Let \((M, g(t))\) be the solution of Ricci flow with initial metric \( g_0 \) on a maximal time interval \([0, T)\) (the existence of which is guaranteed by the results of Chapter 4). Also note that \( T < \infty \) since the maximum principle gives a lower bound on scalar curvature which approaches infinity in finite time (see Section 6.2.1). The curvature operators of \((M, g_0)\) lie in a compact set \( K \) in the interior of the cone \( C_{\text{PCSC}} \). By Theorem 13.8 together with Theorem 13.14 (or alternatively the results of Section 13.4.2) the cone \( C_{\text{PCSC}} \) is a closed convex cone preserved by Ricci flow, which is contained in the cone of positive sectional curvature and contains the positive curvature operator cone (by Proposition 13.9). Therefore by Theorem 12.2 there exists a pinching family of cones \( C(s), 0 \leq s < 1 \) with \( C(0) = C_{\text{PCSC}} \), and by Theorem 12.7 there exists a preserved closed convex set \( F \) containing the compact set \( K \), and numbers \( \rho(s) \) such that \( F + \rho(s)I \subset C(s) \) for each \( s > 0 \). By the maximum principle of Theorem 6.15 the curvature operators of \( g(t) \) lie in \( F \) for all \( t \in [0, T) \).
Now we perform the blow-up procedure described in Section 8.5. As indicated in Theorem 10.21, by the compactness theorem of Chapter 8 together with the injectivity radius lower bound from Chapter 10 (and the regularity estimates from Chapter 7) there exists a limit \((M_\infty, g_\infty, O_\infty)\) of a sequence of blow-up metrics \(g_i(t) = Q_i g(t_i + Q_i^{-1} t)\) about points \(O_i\) with \(Q_i = |R|(O_i, t_i) = \sup_{M \times [0, t_i]} |R| \to \infty\), and the limit has \(|R|(x, t) \leq 1\) for \(t \leq 0\). Therefore the curvatures of \(g_i\) are given by \(Q_i^{-1}\) times the curvatures of \(g\), and so lie in the set \(Q_i^{-1} F\). On a neighbourhood of \(O_\infty\), the pullback metrics \(\Phi_i^* g_i\) have scalar curvature bounded away from zero, and so \(R(g_\infty)\) lies in the line \(\mathbb{R}+I\) by condition (3) of Theorem 12.7.

Schur’s Lemma states that a smooth manifold of dimension at least 3 for which \(R(x) = \alpha(x)I\) has constant curvature, i.e. \(\alpha(x)\) is constant (see Section 11.3.1). Therefore \((M_\infty, g_\infty)\) is a complete Riemannian manifold with constant positive curvature; hence a spherical space-form by the theorem of Hopf mentioned in the introduction chapter. Since \(M_\infty\) is compact, the convergence is in the \(C^\infty\) sense, rather than only \(C^\infty\) on compact subsets. In particular \(M\) is diffeomorphic to a spherical space form. This completes the proof. □

14.2 Refined Convergence Result

In this section we discuss more recent work of Brendle [Bre08] in which he proved the following theorem:

**Theorem 14.3.** Let \((M, g_0)\) be a compact Riemannian manifold of dimension \(n \geq 3\) such that \(M \times \mathbb{R}\) has positive isotropic curvature. Then \(M\) carries a metric of constant positive curvature, and is diffeomorphic to a spherical space form.

As usual, the last part of the statement is given by Hopf’s classification of spaces with constant positive curvature; the idea of proof is to use Ricci flow to deform the metric \(g_0\) to a metric of constant positive curvature.

**Remark 14.4.** As shown in Section 13.2.1 the cone \(\hat{C}_{\text{PIC}_1}\) contains the cone \(\hat{C}_{\text{PIC}_2} = C_{\text{PCSC}}\), so the assumptions of Theorem 14.3 are weaker than than in the result proved above. We shall see that the cone \(\hat{C}_{\text{PIC}_2}\) contains the cone of 2-positive curvature operators (see Lemma 14.6), so Theorem 14.3 also generalises the main results of Chen [Che91] and of Böhm and Wilking [BW08].

We have seen that the cone \(\hat{C}_{\text{PIC}_1}\) is a closed convex cone in the space Curv of algebraic curvature operators, which is preserved by the Ricci flow. The difficulty is that \(\hat{C}_{\text{PIC}_1}\) is no longer contained in the cone of positive sectional curvature, so we can no longer apply Theorem 12.2 to find a pinching family of cones. The work to be done is to find a replacement for this missing step, so that the rest of the argument can be applied as before.
For \( n > 3 \) Brendle [Bre08, Proposition 4] gives a characterization similar to the result of Proposition 13.12:

**Proposition 14.5 (Characterisation of \( \hat{\mathcal{C}}_{\text{PIC}_1} \)).** Let \( R \in \text{Curv}(\mathbb{R}^n) \), for \( n \geq 4 \). Then \( R \in \hat{\mathcal{C}}_{\text{PIC}_1} \) if and only if

\[
R_{1313} + \lambda^2 R_{1414} + R_{2323} + \lambda^2 R_{2424} - 2\lambda R_{1234} \geq 0
\]

for all orthonormal frames \( \{e_1, e_2, e_3, e_4\} \) and all \( \lambda \in [-1, 1] \).

This implies that PIC on \( M \times \mathbb{R} \) is weaker than 2-positive curvature.\footnote{A self-adjoint bilinear form is 2-positive if it has positive trace on 2-dimensional subspaces (equivalently, the sum of the smallest two eigenvalues is positive).}

**Lemma 14.6.** If \( R \in \text{Curv}(\mathbb{R}^n) \), for \( n \geq 4 \), is 2-positive, then \( R \in \hat{\mathcal{C}}_{\text{PIC}_1} \).

**Proof.** If \( R \) is a 2-positive curvature operator, then for any 4-frame

\[
0 \leq R(e_1 \wedge e_3 - \lambda e_2 \wedge e_4, e_1 \wedge e_3 - \lambda e_2 \wedge e_4)
+ R(e_2 \wedge e_3 + \lambda e_1 \wedge e_4, e_2 \wedge e_3 + \lambda e_1 \wedge e_4)
= R_{1313} + \lambda^2 R_{1414} + R_{2323} + \lambda^2 R_{2424} - 2\lambda R_{1234},
\]

where \( |e_1 \wedge e_3 - \lambda e_2 \wedge e_4|^2 = |e_2 \wedge e_3 + \lambda e_1 \wedge e_4|^2 = 1 + \lambda^2 \) and

\[
\langle e_1 \wedge e_3 - \lambda e_2 \wedge e_4, e_2 \wedge e_3 + \lambda e_1 \wedge e_4 \rangle = 0.
\]

Therefore by Proposition 14.5 \( R \in \hat{\mathcal{C}}_{\text{PIC}_1} \). \( \square \)

Another reason why the result of Theorem 14.3 seems very satisfying is because of its meaning in the three-dimensional case:

**Lemma 14.7.** On a 3-manifold, the cones

\[
\hat{\mathcal{C}}_{\text{PIC}_1}(\mathbb{R}^3) = \{ R \in \text{Curv}(\mathbb{R}^3) : \text{Ric}(R) \geq 0 \}
\]

\[
\hat{\mathcal{C}}_{\text{PIC}_2}(\mathbb{R}^3) = \{ R \in \text{Curv}(\mathbb{R}^3) : R \geq 0 \}.
\]

That is, the result of Theorem 14.3 for \( n = 3 \) recovers Hamilton’s result [Ham82b] for manifolds with positive Ricci curvature, while \( R \in \hat{\mathcal{C}}_{\text{PIC}_2} \) amounts to the assumption of positive sectional curvatures.

**Proof.** The cone \( \hat{\mathcal{C}}_{\text{PIC}_2} \) is easy to identify: From Proposition 13.9, \( \mathcal{C}_{\text{PCSC}} \) is contained in the cone of positive sectional curvatures, and contains the cone of positive curvature operators. However in three dimensions these coincide, since the curvature tensor, when \( n = 3 \), can be rewritten as a symmetric bilinear form \( \Lambda \) given by (6.5). So if the sectional curvatures are all positive, \( \Lambda(v,v) \) is also positive since it is \( \|v\|^2 \) times the sectional curvature of the 2-plane normal to \( v \).
Now consider the cone $\hat{C}_{\text{PIC}_1}$. First, we show that this is contained in the cone of positive Ricci curvature: Let $R \in \hat{C}_{\text{PIC}_1}(\mathbb{R}^3)$ and $v \in \mathbb{R}^3$ with $\|v\| = 1$. Choose an orthonormal basis $\{e_1, e_2, e_3 = v\}$ for $\mathbb{R}^3 \times \{0\}$, and let $e_4 = (0, 1)$. Then by equation (13.2) we have

$$0 < K_C(e_1 + ie_2, e_3 + ie_4) = \hat{R}_{1313} + \hat{R}_{2424} + \hat{R}_{1414} + \hat{R}_{2323} - 2\hat{R}_{1234} = R_{1313} + R_{2323} = R_{j3j3} = \text{Ric}(R)_{33} = \text{Ric}(R)(v,v).$$

Since $v$ is arbitrary, Ric($R$) > 0. For the converse, we must suppose that Ric($R$) > 0, and show that all complex sectional curvatures of totally isotropic 2-planes in $\mathbb{R}^4_C$ are positive. Let $\Pi$ be any such 2-plane, and let $X$ be a vector in $\Pi$ orthogonal to $e_4$. As $X$ is isotropic, we can write $X = e_1 + ie_2$ for some orthonormal pair $e_1, e_2$ in $\mathbb{R}^3 \times \{0\}$. Moreover $\Pi$ is totally isotropic, so $\Pi$ is spanned by $e_1 + ie_2$ and $(\cos \theta e_3 + \sin \theta e_4) + i(-\sin \theta e_3 + \cos \theta e_4)$ for some $\theta$. Now we can compute the complex sectional curvature directly:

$$K_C(\Pi) = K(\hat{R})_C(e_1 + ie_2, (\cos \theta e_3 + \sin \theta e_4) + i(-\sin \theta e_3 + \cos \theta e_4)) = K(R)_C(e_1 + ie_2, (\cos \theta - i \sin \theta)(e_3 + ie_4)) = K(R)_C(e_1 + ie_2, e_3 + ie_4) = R_{1313} + R_{2323} = \text{Ric}(R)_{33} > 0. \qed$$

14.2.1 A Preserved Set Between $\hat{C}_{\text{PIC}_1}$ and $\hat{C}_{\text{PIC}_2}$. The main ingredient in the proof of Theorem [14.3] is the construction of a new preserved set $E$. Given $R \in \text{Curv}(\mathbb{R}^n)$, define $S \in \text{Curv}(\mathbb{R}^{n+2})$ by

$$S(\hat{v}_1, \hat{v}_2, \hat{v}_3, \hat{v}_4) = R(v_1, v_2, v_3, v_4) + \langle x_1 \wedge x_2, x_3 \wedge x_4 \rangle$$

for all $\hat{v}_j = (v_j, x_j) \in \mathbb{R}^{n+2} \simeq \mathbb{R}^n \times \mathbb{R}^2$. Then $E$ is defined as follows.

$$E = \{ R \in \text{Curv}(\mathbb{R}^n) : S \in C_{\text{PIC}}(\mathbb{R}^{n+2}) \}.$$

This is a closed, convex $O(n)$-invariant set.

**Proposition 14.8 (Characterisation of E).** Let $R \in \text{Curv}(\mathbb{R}^n)$, for $n \geq 4$. Then $R \in E$ if and only if

$$R_{1313} + \lambda^2 R_{1414} + \mu^2 R_{2323} + \lambda^2 \mu^2 R_{2424} - 2\lambda \mu R_{1234} + (1 - \lambda^2)(1 - \mu^2) \geq 0$$

for all orthonormal frames $\{e_1, e_2, e_3, e_4\}$ and all $\lambda, \mu \in [-1, 1]$.

We refer the reader to [Bre08, Proposition 7] for a proof. From Propositions [13.12] [14.5] and [14.8] we can relate $E$ to the cones $\hat{C}_{\text{PIC}_1}$ and $\hat{C}_{\text{PIC}_2}$.

2 Note that $S$ is the curvature operator of $M \times S^2$, so $E$ corresponds to PIC on $M \times S^2$. 


Corollary 14.9. The set \( E \) lies between \( \hat{C}_{\text{PIC}_1} \) and \( \hat{C}_{\text{PIC}_2} \) in the sense that \( \hat{C}_{\text{PIC}_2} \subset E \subset \hat{C}_{\text{PIC}_1} \). Furthermore we have

\[
\bigcup_{c>0} (cE) = \hat{C}_{\text{PIC}_1} \quad \text{and} \quad \bigcap_{c>0} (cE) = \hat{C}_{\text{PIC}_2}.
\]

In particular, if \( K \) is any compact subset in the interior of \( \hat{C}_{\text{PIC}_1} \), then \( K \subset \lambda E \) for some \( \lambda > 0 \).

Proof. If \( R \in \hat{C}_{\text{PIC}_2} \) then

\[
R_{1313} + \lambda^2 R_{1414} + \mu^2 R_{2323} + \lambda^2 \mu^2 R_{2424} - 2 \lambda \mu R_{1234} \geq 0,
\]

so for any \( c > 0 \),

\[
R_{1313} + \lambda^2 R_{1414} + \mu^2 R_{2323} + \lambda^2 \mu^2 R_{2424} - 2 \lambda \mu R_{1234} + c(1 - \lambda^2)(1 - \mu^2) \geq 0,
\]

and \( R \in cE \) for any \( c > 0 \).

If \( R \in cE \), then choosing \( \mu = 1 \) in the characterization of Proposition 14.8 gives

\[
R_{1313} + \lambda^2 R_{1414} + R_{2323} + \lambda^2 R_{2424} - 2 \lambda R_{1234} \geq 0
\]

for every 4-frame and every \( |\lambda| \leq 1 \), so \( R \in \hat{C}_{\text{PIC}_1} \).

Now we show \( \bigcup_{c>0} (cE) = \hat{C}_{\text{PIC}_1} \). The forward inclusion is clear, so we prove the reverse: Suppose \( R \) is not in \( cE \) for any \( c > 0 \). That is, for any \( c \) there exists a frame \( O_c \) and numbers \( \lambda_c, \mu_c \in [-1,1] \) such that

\[
R^0_{1313} + \lambda_c^2 R^0_{1414} + \mu_c^2 R^0_{2323} + \lambda_c^2 \mu_c^2 R^0_{2424} - 2 \lambda_c \mu_c R^0_{1234} + c(1 - \lambda_c^2)(1 - \mu_c^2) < 0.
\]

By compactness we can find a subsequence \( c_j \rightarrow \infty \) such that \( O_{c_j} \rightarrow O, \lambda_{c_j} \rightarrow \lambda, \) and \( \mu_{c_j} \rightarrow \mu \). If \( (1 - \lambda^2)(1 - \mu^2) > 0 \) then we have a contradiction since the last term approaches infinity, so we can assume without loss of generality that \( \mu = 1 \). But then

\[
R^0_{1313} + \lambda^2 R^0_{1414} + R^0_{2323} + \lambda^2 R^0_{2424} - 2 \lambda R^0_{1234} \leq 0,
\]

contradicting the fact that \( R \) is in the interior of \( \hat{C}_{\text{PIC}_1} \). This proves that \( \bigcup_{c>0} cE = \hat{C}_{\text{PIC}_1} \).

The characterization of the intersection is clear from Propositions 14.8 and 13.12.

The first step in proving that \( E \) is preserved by the Ricci flow is the following lemma:

Lemma 14.10. Let \( R \in \text{Curv}(\mathbb{R}^n) \), and let \( S \) be the induced operator in \( \text{Curv}(\mathbb{R}^{n+2}) \). Then

\[
S^\#(\hat{v}^a, \hat{v}^b, \hat{v}^c, \hat{v}^d) = R^\#(v^a, v^b, v^c, v^d)
\]

for all vectors \( \hat{v}^i = (v^i, x^i) \in \mathbb{R}^n \times \mathbb{R}^2 \).
Proof. Let \( \{e_1, \ldots, e_n\} \) be a basis for \( \mathbb{R}^n \). Suppose also that \( \{\tilde{e}_1, \ldots, \tilde{e}_{n+2}\} \) is an orthonormal basis of \( \mathbb{R}^n \times \mathbb{R}^2 \) such that \( \tilde{e}_k = (e_k, (0,0)) \) for \( k = 1, \ldots, n \). Note that
\[
\sum_{p,q=1}^{n+2} S_{apcq} S_{bpdq} = \sum_{p,q=1}^{n} S_{apcq} S_{bpdq} + \sum_{p,q=n+1}^{n+2} S_{apcq} S_{bpdq} = \sum_{p,q=1}^{n} R_{apcq} R_{bpdq} + \langle x_a, x_b \rangle \langle x_c, x_d \rangle.
\]
By interchanging \( \tilde{v}_c \) and \( \tilde{v}_d \) we obtain
\[
\sum_{p,q=1}^{n+2} S_{apdq} S_{bpcq} = \sum_{p,q=1}^{n} R_{apdq} R_{bpcq} + \langle x_a, x_b \rangle \langle x_d, x_c \rangle.
\]
So by subtracting the first equation from this we get \( S^{\#}_{abcd} = R^{\#}_{abcd} \). \( \square \)

Proposition 14.11. Let \( \{e_1, e_2, e_3, e_4\} \) be an orthonormal 4-frame, let \( \lambda, \mu \in [-1,1] \) and suppose that the curvature operator \( R \in E \). If
\[
R_{1313} + \lambda^2 R_{1414} + \mu^2 R_{2323} + \lambda^2 \mu^2 R_{2424} - 2\lambda\mu R_{1234} + (1 - \lambda^2)(1 - \mu^2) = 0, \tag{14.1}
\]
then we have
\[
Q_{1313} + \lambda^2 Q_{1414} + \mu^2 Q_{2323} + \lambda^2 \mu^2 Q_{2424} - 2\lambda\mu Q_{1234} \geq 0.
\]

Proof. Define the orthonormal 4-frame \( \{\tilde{e}_1, \tilde{e}_2, \tilde{e}_3, \tilde{e}_4\} \) for \( \mathbb{R}^n \times \mathbb{R}^2 \) by
\[
\tilde{e}_1 = (e_1, 0, 0) \quad \tilde{e}_2 = (\mu e_2, 0, \sqrt{1 - \mu^2})
\]
\[
\tilde{e}_3 = (e_3, 0, 0) \quad \tilde{e}_4 = (\lambda e_4, \sqrt{1 - \lambda^2}, 0).
\]
By hypothesis \( S \) has nonnegative isotropic curvature, and so (14.1) implies that
\[
S_{1313} + S_{1414} + S_{2323} + S_{2424} - 2S_{1234} = 0.
\]
From the argument of Section 13.3 (in particular Claim 13.16), or alternatively that of Section 13.5 (in particular equation (13.17)), we also have
\[
S^\#_{1313} + S^\#_{1414} + S^\#_{2323} + S^\#_{2424} + 2S^\#_{1342} + 2S^\#_{1423} + 2S^\#_{1234} \geq 0.
\]
Using Lemma 14.10 we obtain
\[
R^\#_{1313} + \lambda^2 R^\#_{1414} + \mu^2 R^\#_{2323} + \lambda^2 \mu^2 R^\#_{2424} + 2\lambda\mu R^\#_{1342} + 2\lambda\mu R^\#_{1423} \geq 0. \tag{14.2}
\]
Moreover,
\[ R_{1313}^2 + \lambda^2 R_{1414}^2 + \mu^2 R_{2323}^2 + \lambda^2 \mu^2 R_{2424}^2 + 2\lambda\mu R_{1342}^2 + 2\lambda\mu R_{1423}^2 = (R_{13pq} - \lambda\mu R_{24pq})^2 + (\lambda R_{14pq} + \mu R_{23pq})^2 \geq 0. \quad (14.3) \]

The result now follows by adding \((14.2)\) and \((14.3)\), together with the fact that \(Q = Q(R)\) satisfies the first Bianchi identity by Remark \(11.12\).

Now by the same argument used in Section 13.3, we see that Proposition 14.11 implies:

**Proposition 14.12.** The set \(E\) is preserved by the Ricci flow.

### 14.2.2 A Pinching Set Argument.

We are now in a position to give the outline of the proof of Theorem 14.3, of which the main ingredient is Proposition 14.12. The picture looks very nice: We already know that the cone \(\hat{C}_{\text{PIC}_2}\) has a pinching family linking it to the constant positive curvature ray. Now we have the region between \(\hat{C}_{\text{PIC}_1}\) and \(\hat{C}_{\text{PIC}_2}\) filled out by a family of preserved sets, each of which is asymptotic to the cone \(\hat{C}_{\text{PIC}_2}\) near infinity. It seems highly plausible that with this information we could find a pinching set to finish the proof.

One might hope to modify the argument in the proof of Theorem 12.2 to produce a suitable pinching set. The fact that the sets \(\lambda E\) are not cones does not pose any great difficulty here, however there is a more serious difficulty: The vector field \(Q\) does not point strictly into them. For example these sets all contain the radial line through the curvature operator of \(S^{n-1} \times \mathbb{R}\), and the vector \(Q\) at such points is also radial, so is tangent to the boundary of \(E\). Thus our first step is to modify \(E\), using an idea from [BW08, Proposition 3.2], to fix this problem. We use the notation of Section 11.4.

**Lemma 14.13.** Let \(G\) be a closed \(O(n)\)-invariant preserved convex set, such that

1. \(G \setminus \{0\}\) is in the open half-space of positive scalar curvature;
2. \(G\) is contained in the cone of non-negative Ricci curvature;
3. \(G\) contains the cone of positive curvature operators.

Suppose that

\[ b \in \left(0, \frac{\sqrt{2n(n-2) + 4} - 2}{n(n-2)}\right), \quad \text{and} \quad a = b + \frac{n-2}{2}b^2. \]

Then the set \(l_{a,b}(G)\) is strictly preserved, in the sense that \(Q(R)\) is in the interior of the tangent cone of \(l_{a,b}(G)\) at any non-zero boundary point \(R\).

**Proof.** By Lemma 11.31 it suffices to show that the vector field \(X_{a,b} = D_{a,b} + Q\) points strictly into \(G\), and since we know \(Q\) points into \(G\) it remains to show \(D_{a,b}\) points strictly into \(G\). Using Theorem 11.32, \(D_{a,b}(R)\) is given by
\[ D_{a,b}(R) = (n - 2)b^2 - 2(a - b))^2 \text{Ric} \wedge R_{\text{c}} \\
+ 2a \text{Ric} \wedge \text{Ric} + 2b^2 R_{\text{c}}^2 \wedge \text{id} \\
+ \frac{\text{tr}(R_{\text{c}}^2)}{n + 2n(n - 1)a} (nb^2(1 - 2b) - 2(a - b)(1 - 2b + nb^2)) I. \]

By our choice of \( a \) and \( b \), the first term vanishes; by assumption (2) the second term is non-negative; and the third is manifestly non-negative. The last term is non-negative, since the term in the bracket can be rewritten as \( b^2(2 - 4b - (n - 2)nb^2) \) by the choice of \( a \) and \( b \), i.e. \( 2(a - b) = (n - 2)b^2 \).

By examining the roots of the quadratic equation \( 2 - 4b - n(n - 2)b^2 \) one sees that the desired quantity is strictly positive for the chosen range of \( b \).

Therefore \( D_{a,b}(R) \geq 0 \) for \( R \in G \). Furthermore, the inequality is strict: In this range the last term is strictly positive unless \( \sigma = 0 \), and in that case we have \( \text{Ric} = \frac{\text{Scal}}{n} I \), so the first term is strictly positive (since \( \text{Scal} > 0 \) unless \( R = 0 \) by assumption (1)).

Finally, by assumption (3), we have \( S/\varepsilon \in G \) for any non-negative curvature operator \( S \) and any \( \varepsilon \in (0,1) \). So by convexity \( (1 - \varepsilon)R + S = (1 - \varepsilon)R + \varepsilon(S/\varepsilon) \in G \). As \( G \) is closed, \( R + S \in G \). But then \( S \in G - R \subseteq \bigcup_{h>0} G_{-R} = T_R G \). Thus the non-negative curvature operators are in \( T_R G \), and the positive curvature operators are in the interior of \( T_R G \), so in particular \( D_{a,b}(R) \) points strictly into \( G \) at \( R \).

\[ \square \]

**Corollary 14.14.** For \( a \) and \( b \) as given in Lemma 14.13, the sets \( l_{a,b}(E) \) and \( l_{a,b}(\hat{C}_{\text{PIC}}) \) are strictly preserved.

**Proof.** We verify the assumptions of Lemma 14.13 in these cases: The sets \( E \) contain \( \hat{C}_{\text{PIC}} \), so assumption (3) of the lemma follows from Proposition 13.9.

Assumptions (1) and (2) hold for \( n = 3 \) by Lemma 14.7. For \( n \geq 4 \), Proposition 14.5 with \( \lambda = 0 \) implies \( R_{1313} + R_{2323} \geq 0 \) for all orthonormal frames and all \( R \in \hat{C}_{\text{PIC}} \). For any \( k \), \( \text{Ric}_{ik} = \frac{1}{2(n-2)} \sum_{i,j} R_{ikik} + R_{jijk} \geq 0 \), and \( \text{Scal} = \frac{1}{2(n-2)} \sum_{i,j} R_{ikik} + R_{jijk} \geq 0 \). If \( \text{Scal} = 0 \) then each of the non-negative summands must be zero, so \( R_{1313} + R_{1212} = 0 \), and subtracting gives \( R_{2323} - R_{1212} = 0 \). Since this is true for all frames, we have \( R_{1212} = 0 \) for all frames, and hence \( R = 0 \).

Now things look much better: Consider the nested family of preserved sets \( A(s) \) for \( 0 < s < \infty \) defined by

\[ A(s) = \begin{cases} 
\frac{1-s}{s} l_{a(s),b(s)}(E) & \text{for } 0 < s < 1 \\
l_{a(1),b(1)}(\hat{C}_{\text{PIC}}) & \text{for } s = 1 \\
C(s - 1) \cap l_{a(1),b(1)}(\hat{C}_{\text{PIC}}) & \text{for } s > 1 
\end{cases} \]

where \( C(s) \) is the pinching family of preserved cones constructed by applying Theorem 12.2 with \( C(0) = \hat{C}_{\text{PIC}} \), and we choose
for $0 < s \leq 1$. By Lemma 14.13, $A(s)$ is strictly preserved for $0 < s \leq 1$, and $A(s)$ is also strictly preserved for $s > 1$ since it is an intersection of two strictly preserved sets. Since $C(s)$ approaches the ray of constant positive curvature operators as $s \to \infty$, so does $A(s)$. We also have that $A(s)$ approaches $\hat{C}_{\text{PIC}}$ as $s \to 0$ by Proposition 14.9 since $\frac{1-s}{s}E$ does and $l_{a(s),b(s)}$ approaches the identity transformation.

It is now straightforward to modify the argument of Theorem 12.7 to find a pinching set: The Theorem below is only a slight modification, and the structure of the proof is the same.

**Theorem 14.15.** Let $\{A(s)\}_{s \in [0, \infty)}$ be a continuous nested family of closed convex $O(n)$-invariant preserved sets in Curv of maximal dimension, contained in the half-space of curvature operators with positive scalar curvature. Assume that for each $s > 0$ and for each $\lambda \in (0,1)$ we have $\lambda A(s) \subseteq A(s)$ and $\bar{A}(s) = \bigcap_{\lambda > 0} (\lambda A(s))$ is a strictly preserved cone, in the sense that for all $R \in \partial \bar{A}(s) \setminus \{0\}$, $Q(R)$ is in the interior of the tangent cone to $\bar{A}(s)$ at $R$. Assume further that the family of cones $\{\bar{A}(s)\}$ is continuous. Then if $K$ is any compact set contained in the interior of $A(0)$, there exists a closed convex $O(n)$-invariant set $F \subset A(0)$ with the following properties:

1. $Q(R) \in \mathcal{T}_R F$ for every $R \in \partial F$;
2. $K \subset F$;
3. For each $s > 0$ there exists $\rho(s)$ such that $F + \rho(s)I \subset A(s)$.

**Proof.** The family $\{A(s)\}$ is continuous in $s$, and $A(s)$ approaches $\hat{C}_{\text{PIC}}$ as $s \to 0$, so given any compact $K$ in the interior of $A(0)$ we have $K \subset A(s_0)$ for some $s_0 > 0$. We will construct a set $F$ of the form

$$F = A(s_0) \cap \bigcap_{i=1}^{\infty} \left( A(s_i) - 2^i hI \right),$$

where $h > 0$ and $(s_i)$ is an increasing sequence approaching infinity.

Such a set is manifestly convex. This construction also gives condition (3) of the theorem automatically. Also, since each set $A(s)$ is $O(n)$-invariant, so is the set $F$. We first choose $s_0 > 0$ and $h \geq 1$ such that

$$K \subset A(s_0) \cap \{\text{scal}(R) \leq h\}.$$
Passing to a subsequence we can assume that $s_i \to s \in [s_0, \bar{s}]$. For each $N \in \mathbb{N}$, and for each $i \geq N$ we have $T_i/\text{scal}(T_i) \in A(s_i)/\text{scal}(T_i) \cap \{\text{scal}(R) = 1\} \subseteq A(s_i)/N \cap \{\text{scal}(R) = 1\}$, which is compact. Therefore there is a subsequence converging in $A(s)/N \cap \{\text{scal}(R) = 1\}$. Taking a diagonal subsequence gives $T_i/\text{scal}(T_i) \to T \in \bigcap_{N \geq 1} (A(s)/N) \cap \{\text{scal}(R) = 1\} = A(s) \cap \{\text{scal}(R) = 1\}$.

Since $Q(S_i)$ is not in the tangent cone of $A(s_i)$ at $T_i$, there exists a linear function $\ell_i$ with $\|\ell_i\| = 1$ such that $\ell_i(T_i) = \sup_{A(s_i)} \ell_i$ and $\ell_i(Q(S_i)) > 0$. Passing to a subsequence we have $\ell_i \to \ell$, and $\ell(T) = \sup_{A(s)} \ell$, so $T \in \partial A(s)$ and $\ell \in N_T A(s)$. Also we have $\ell_i(Q(S_i/\text{scal}(T_i))) = \ell_i(Q(S_i))/\text{scal}(T_i)^2 \geq 0$, and $|S_i/\text{scal}(T_i) - T_i/\text{scal}(T_i)| \leq 2/i \to 0$. So $S_i/\text{scal}(T_i) \to T$, and by continuity of $Q$, $Q(S_i/\text{scal}(T_i)^2) \to Q(T)$ while $\ell(Q(T)) = \lim_{i \to \infty} \ell_i(Q(S_i/\text{scal}(T_i))) \geq 0$. But this is a contradiction to the assumption that $A(s)$ is strictly preserved, since it implies that $\ell(Q(T)) < 0$ for every $\ell \in N_T A(s)$. □

**Lemma 14.17.** There exists a non-increasing function $\delta : [s_0, \infty) \to \mathbb{R}_+$ such that whenever $s \in [s_0, \bar{s}]$ and $R + cI \in A(s)$ with $\text{scal}(R) \leq cN(\bar{s})$ for $c \geq 1$, then $R + 2cI \in A(s + \delta(s))$.

**Proof of Lemma.** Otherwise there exist sequences $s_i \in [s_0, \bar{s}]$, $c_i \geq 1$ and $R_i \in \text{Curv}$ with $R_i + c_i I \in A(s_i)$ and $\text{scal}(R_i) \leq c_i N(\bar{s})$, but $R_i + 2c_i I \notin A(s_i + 1/i)$. If there exists a subsequence with $c_i$ bounded, then we can find a subsequence with $c_i \to c$, $s_i \to s$, $R_i \to R$ with $R + cI \in A(s)$, $\text{scal}(R) \leq cN(\bar{s})$, but $R + 2cI \notin A(s')$ for all $s' > s$. But this is impossible, since $R + cI \in A(s)$ implies that $R + 2cI$ is in the interior of $A(s)$, so $R + 2cI \in A(s + \delta)$ for some $\delta > 0$ by the continuity of the family $\{A(s)\}$.

The remaining possibility is that $c_i \to \infty$. In this case we have $R_i/c_i + I \in A(s_i)/c_i \subseteq A(s)/k$ for $i \geq k$, and $\text{scal}(R_i/c_i) \leq N(\bar{s})$. So for a subsequence we have $R_i/c_i \to \bar{R}$ with $\bar{R} + I \in A(s)$ for some $s \in [s_0, \bar{s}]$. However, we have $R_i + 2c_i I \notin A(s + 1/i)$, so $\bar{R} + 2I \notin A(s + \delta)$ for all $\delta > 0$. But this is a contradiction since $\bar{R} + 2I$ is in the interior of $A(s)$, and hence is contained in $A(s + \delta)$ for some $\delta > 0$, by continuity of the family $\{A(s)\}$. □

We now construct the sequence $s_i$ inductively by taking $s_{i+1} = s_i + \delta(s_i)$ for each $i \geq 1$. Note that since $\delta$ is a non-increasing positive function, $\lim_{i \to \infty} s(i) = \infty$. Let

$$F_j = A(s_0) \cap \bigcap_{i=1}^{j} (A(s_i) - 2^i hI).$$

We prove that for each $j$,

$$F_{j+1} \cap \{\text{scal}(R) \leq 2^j N(s_j) h\} = F_j \cap \{\text{scal}(R) \leq 2^j N(s_j) h\}. \quad (14.4)$$

To see this we must show that the set on the right is contained in that on the left. If $R \in F_j \cap \{\text{scal}(R) \leq 2^j N(s_j) h\}$ then $R + 2^j hI \in A(s_j)$ and
scal(R) ≤ 2^j N(s_j)h. Therefore R + 2^{j+1}hI ∈ C(s_{j+1}) by Lemma 14.17 (with c = 2^j h).

It follows that \( F \cap \{ \text{scal}(R) \leq 2^j h \} = F_j \cap \{ \text{scal}(R) \leq 2^j h \} \), so \( F \) is closed. Also, we have \( K \subset A(s_0) \cap \{ \text{scal}(R) \leq h \} = F \cap \{ \text{scal}(R) \leq h \} \subset F \).

It remains to show that \( Q(R) \) is in \( T_R F \) for every \( R \in \partial F \). To prove this it is enough to prove, by the inclusion (14.4), that \( Q(R) \) is in \( T_R(A(s_j) - 2^j hI) = T_{R+2^j hI}A(s_j) \) for every \( R \in \partial(A(s_j) - 2^j hI) \) with \( \text{scal}(R) \geq 2^{j-1} N(s_j)h \).

Let \( T = R + 2^j hI \) and \( S = R \), so that \( \text{scal}(T) \geq N(s_j) \) and \( |S - T| \leq 2|I| \text{scal}(T)/N(s_j) \). By Lemma 14.16 \( Q(S) \) is in the tangent cone to \( C(s_j) \) at \( T \), hence \( Q(R) \in T_{R+2^j hI}A(s_j) \) as required. □

Remark 14.18. Having constructed the pinching set, the remainder of the proof of Theorem 14.3 is exactly the same as that given in Section 14.1.
Appendix A

Gâteaux and Fréchet Differentiability

Following [LP03] there are two basic notions of differentiability for functions $f : X \to Y$ between Banach spaces $X$ and $Y$.

**Definition A.1.** A function $f$ is said to be **Gâteaux differentiable** at $x$ if there exists a bounded linear operator $T_x \in \mathcal{B}(X,Y)$ such that $\forall v \in X$,

$$
\lim_{t \to 0} \frac{f(x + tv) - f(x)}{t} = T_x v.
$$

The operator $T_x$ is called the **Gâteaux derivative** of $f$ at $x$.

If for some fixed $v$ the limit

$$
\delta_v f(x) := \frac{d}{dt} \bigg|_{t=0} f(x + tv) = \lim_{t \to 0} \frac{f(x + tv) - f(x)}{t}
$$

exists, we say $f$ has a directional derivative at $x$ in the direction $v$. Hence $f$ is Gâteaux differentiable at $x$ if and only if all the directional derivatives $\delta_v f(x)$ exist and form a bounded linear operator $Df(x) : v \mapsto \delta_v f(x)$.

If the limit (in the sense of the Gâteaux derivative) exists **uniformly** in $v$ on the unit sphere of $X$, we say $f$ is **Fréchet differentiable** at $x$ and $T_x$ is the **Fréchet derivative** of $f$ at $x$. Equivalently, if we set $y = tv$ then $t \to 0$ if and only if $y \to 0$. Thus $f$ is Fréchet differentiable at $x$ if for all $y$,

$$
f(x + y) - f(x) - T_x(y) = o(\|y\|)
$$

and we call $T_x = Df(x)$ the derivative of $f$ at $x$.

Note that the distinction between the two notion of differentiability is made by how the limit is taken. The importance being that the limit in the Fréchet case only depends on the norm of $y$.

---

1 Some authors drop the requirement for linearity here.

2 In terms of $\varepsilon$-$\delta$ notation the differences can expressed as follows. Gâteaux: $\forall \varepsilon > 0$ and $\forall v \neq 0$, $\exists \delta = \delta(\varepsilon, v) > 0$ such that, $\|f(x + tv) - f(x) - tTv\| \leq \varepsilon|t|$ whenever
A.1 Properties of the Gâteaux Derivative

If the Gâteaux derivative exists it unique, since the limit in the definition is unique if it exists.

A function which is Fréchet differentiable at a point is continuous there, but this is not the case for Gâteaux differentiable functions (even in the finite dimensional case). For example, the function \( f : \mathbb{R}^2 \to \mathbb{R} \) defined by \( f(0, 0) = 0 \) and \( f(x, y) = x^4y/(x^6 + y^3) \) for \( x^2 + y^2 > 0 \) has 0 as its Gâteaux derivative at the origin, but fails to be continuous there. This also provides an example of a function which is Gâteaux differentiable but not Fréchet differentiable. Another example is the following: If \( X \) is a Banach space, and \( \varphi \in X' \) a discontinuous linear functional, then the function \( f(x) = \|x\|\varphi(x) \) is Gâteaux differentiable at \( x = 0 \) with derivative 0, but \( f(x) \) is not Fréchet differentiable since \( \varphi \) does not have limit zero at \( x = 0 \).

**Proposition A.2 (Mean Value Formula).** If \( f \) is Gâteaux differentiable then
\[
\|f(y) - f(x)\| \leq \|x - y\| \sup_{0 \leq \theta \leq 1} \|Df(\theta x + (1 - \theta)y)\|.
\]

**Proof.** Choose \( u^* \in X \) such that \( \|u^*\| = 1 \) and \( \|f(y) - f(x)\| = \langle u^*, f(y) - f(x) \rangle \). By applying the mean value theorem to \( h(t) = \langle u^*, f(x + t(y - x)) \rangle \) we find that
\[
|\langle u^*, f(y) \rangle - \langle u^*, f(x) \rangle | = \|h(1) - h(0)\| \leq \sup_{0 \leq t \leq 1} \|h'(t)\| \quad \text{and}
\]
\[
h'(t) = \left\langle u^*, \frac{d}{dt} f(x + t(y - x)) \right\rangle
\]
\[
= \left\langle u^*, \lim_{s \to 0} \frac{f(x + (t + s)(y - x)) - f(x + t(y - x))}{s} \right\rangle
\]
\[
= \langle u^*, Df(x + t(y - x)) (y - x) \rangle.
\]
So \( |h'(t)| \leq \|Df(x + t(y - x)) (y - x)\| \leq \|Df(x + t(y - x))\| \|y - x\| \). \( \Box \)

If the Gateaux derivative exist and is continuous in the following sense, then the two notions coincide.

**Proposition A.3.** If \( f \) is Gâteaux differentiable on an open neighbourhood \( U \) of \( x \) and \( Df(x) \) is continuous\footnote{\|t\| < \delta. Fréchet: \( \forall \varepsilon > 0, \exists \delta(\varepsilon) > 0 \) such that \( \|f(x + v) - f(x) - Tv\| \leq \varepsilon\|v\| \) whenever \( \|v\| < \delta \).} then \( f \) is also Fréchet differentiable at \( x \).

**Proof.** Fix \( v \) and let \( g(t) = f(x + tv) - f(x) - t Df(x)v, \) so \( g(0) = 0 \). By continuity of the Gâteaux derivative with the mean value theorem we find that
\[
|t| < \delta. \text{ Fréchet: } \forall \varepsilon > 0, \exists \delta(\varepsilon) > 0 \text{ such that } \|f(x + v) - f(x) - Tv\| \leq \varepsilon\|v\| \text{ whenever } \|v\| < \delta.
\]

\footnote{In the sense that \( Df : U \to \mathcal{B}(X, Y) \) is continuous at \( x \) so that \( \lim_{x \to x} \|Df(x) - Df(x)\| = 0 \). In words, the derivative depends continuous on the point \( x \).}
\[
\|f(x + tv) - f(x) - tDf(x)v\| = \|g(1)\| \\
\leq \|v\| \sup_{0 \leq t \leq 1} \|Df(x + tv) - Df(x)\| \\
= o(\|v\|)
\]

The notion of Gâteaux differentiability and Fréchet differentiability also coincide if \( f \) is Lipschitz and \( \dim(X) < \infty \), that is:

**Proposition A.4.** Suppose \( f : X \to Y \) is a Lipschitz function from a finite-dimensional Banach space \( X \) to a (possibly infinite-dimensional) Banach space \( Y \). If \( f \) is Gâteaux differentiable at some point \( x \), then it is also Fréchet differentiable at that point.

**Proof.** As the unit sphere \( S_X \) of \( X \) is compact, it is totally bounded. So given \( \varepsilon > 0 \) there exists a finite set \( F = F(\varepsilon) \subset X \) such that \( S_X = \bigcup_{u_j \in F} B_\varepsilon(u_j) \). Thus for all \( u \in S_X \) there is an index \( j \) such that \( \|u - u_j\| < \varepsilon \).

By hypothesis choose \( \delta > 0 \) such that

\[
\|f(x + tu_j) - f(x) - tDf(x)u_j\| < \varepsilon |t|
\]

for \( |t| < \delta \) and any index \( j \). It follows that for any \( u \in S_X \),

\[
\|f(x + tu) - f(x) - tDf(x)u\| \leq \|f(x + tu) - f(x + tu_j)\| \\
+ \|f(x + tu_j) - f(x) - tDf(x)u_j\| \\
+ \|tDf(x)(u_j - u)\| \\
\leq (C + \|Df(x)\| + 1)\varepsilon |t|
\]

for \( |t| < \delta \), where \( C \) is the Lipschitz constant of \( f \). Hence \( \delta \) is independent of \( u \) and so \( f \) is also Fréchet differentiable at \( x \). \qed

In the infinite dimensional case the story is very different. Broadly speaking in such a situation there are reasonably satisfactory results on the existence of Gâteaux derivatives of Lipschitz functions, while results on existence of Fréchet derivatives are rare and usually very hard to prove. On the other hand, in many applications it is important to have Fréchet derivatives of \( f \), since they provide genuine local linear approximation to \( f \), unlike the much weaker Gâteaux derivatives.
Appendix B
Cones, Convex Sets and Support Functions

The geometric concept of tangency is one of the most important tools in analysis. Tangent lines to curves and tangent planes to surfaces are defined classically in terms of differentiation. In convex analysis, the opposite approach is exploited. A generalised tangency is defined geometrically in terms of separation; it is expressed by supporting hyperplanes and half-spaces. Here we look at convex sets (particularly when they are defined by a set of linear inequalities) and the characterisation of their tangent and normal cones. This will be needed in the proof of the maximum principle for vector bundles discussed in Section 6.4.

B.1 Convex Sets

Let $E$ be a (finite-dimensional) inner product space, and $E^*$ its dual space. A subset $A \subset E$ is a convex set if for every $v, w \in A$, $\theta v + (1 - \theta)w \in A$ for all $\theta \in [0, 1]$. A set $\Gamma \subset E$ is a cone with vertex $u \in E$ if for every $v \in \Gamma$ we have $u + \theta(v - u) \in \Gamma$ for all $\theta \geq 0$. A half-space is a set of the form $\{x \in E : \ell(x) \leq c\}$ where $\ell$ is a non-trivial linear function on $E$, i.e. $\ell \in E^* \setminus \{0\}$. In such a case we normalise so that $\ell$ is an element of $S^* = \{\omega \in E^* : \|\omega\| = 1\}$.

A supporting half-space to a closed convex set $A$ is a half-space which contains $A$ and has points of $A$ arbitrarily close to its boundary. A supporting hyperplane to $A$ is a hyperplane which is the boundary of a supporting half-space to $A$. That is, supporting hyperplanes to $A$ take the form $\{x : \ell(x) = c\}$ where $\ell \in E^* \setminus \{0\}$ and $c = \sup\{\ell(v) : v \in A\}$.

B.2 Support Functions

If $A$ is a closed convex set in $E$, the support function of $A$ is a function $s = s_A : E^* \to \mathbb{R} \cup \{\infty\}$ defined by

$$s(\ell) = \sup\{\ell(x) : x \in A\}$$
for each \( \ell \in E^* \setminus \{0\} \). Here \( s \) is a homogeneous degree one convex function on \( E^* \). For each \( \ell \) with \( s(\ell) < \infty \), the half-space \( \{ x : \ell(x) \leq s(\ell) \} \) is the unique supporting half-space of \( A \) which is parallel to \( \{ x : \ell(x) \leq 0 \} \).

**Theorem B.1.** The convex set \( A \) is the intersection of its supporting half-spaces:

\[
A = \bigcap_{\ell \in S^*} \{ x \in E : \ell(x) \leq s(\ell) \}.
\]

**Proof.** Firstly, the set \( A \) is contained in this intersection since it is contained in each of the half-spaces. To prove the reverse inclusion it suffices to show for any \( y \not\in A \) there exists \( \ell \in S^* \) such that \( \ell(y) > s(\ell) \).

Let \( x \) be the closest point to \( y \) in \( A \), and define \( \ell \in E^* \) by \( \ell(z) = \langle z, y-x \rangle \). Suppose \( \ell(w) > \ell(x) \) for some \( w \in A \). Then \( x + t(w-x) \in A \) for \( 0 \leq t \leq 1 \), and

\[
\frac{d}{dt} \| y - (x + t(w-x)) \|^2 \bigg|_{t=0} = -2\langle y-x, w-x \rangle = -2(\ell(w) - \ell(x)) < 0,
\]

contradicting the fact that \( x \) is the closest point to \( y \) in \( A \). Therefore \( \ell(z) \leq \ell(x) \) for all \( z \in A \), so \( s(\ell) = \sup_A \ell = \ell(x) < \ell(y) \). The same holds for \( \tilde{\ell} = \ell/\|\ell\| \in S^* \). \( \square \)

### B.3 The Distance From a Convex Set

For a closed convex set \( A \) in \( E \), the function \( d_A : E \to \mathbb{R} \) given by

\[ d_A(x) = \inf\{\|x-y\| : y \in A\} \]

is Lipschitz continuous, with Lipschitz constant 1, and is strictly positive on \( E \setminus A \). We call this the distance to \( A \). It has the following characterisation in terms of the support function of \( A \).

**Theorem B.2.** For any \( y \not\in A \),

\[ d_A(y) = \sup\{\ell(y) - s(\ell) : \ell \in S^*\}. \]

**Proof.** Let \( x \) be the closest point to \( y \) in \( A \). So for any \( \ell \in S^* \) we have

\[
\ell(y) - s(\ell) = \ell(y) - \sup_A \ell \leq \ell(y) - \ell(x) = \ell(y-x)
\]

\[
\leq \|\ell\| \|y-x\| = \|y-x\| = d_A(y),
\]

while the particular choice of \( \ell(\cdot) = \langle y-x, \cdot \rangle/\|y-x\| \) gives equality throughout. \( \square \)
B.4 Tangent and Normal Cones

A convex set may have non-smooth boundary, so there will not in general be a well-defined normal vector or tangent plane. Nevertheless we can make sense of a set of normal vectors, as follows:

**Definition B.3.** Let \( A \) be a closed bounded convex set in \( E \), and let \( x \in \partial A \). The *normal cone* to \( A \) at \( x \) is defined by

\[
N_x A = \{ \ell \in E^* : \ell(x) = s(\ell) \}.
\]

In other words, \( N_x A \) is the set of linear functions which achieve their maximum over \( A \) at the point \( x \) (so that the corresponding supporting half-spaces have \( x \) in their boundary). The set \( N_x A \) is a convex cone in \( E^* \) with vertex at the origin.

Complementary to this is the following definition:

**Definition B.4.** The *tangent cone* \( T_x A \) to \( A \) at \( x \) is the set

\[
T_x A = \bigcap_{\ell \in N_x A} \{ z \in E : \ell(z) \leq 0 \}.
\]

That is, \( x + T_x A \) is the intersection of the supporting half-spaces of \( A \) with \( x \) on their boundary. It follows that \( A - x \subset T_x A \). Indeed \( T_x A \) may alternatively be characterised as the closure of \( \bigcup \left\{ \frac{1}{h}(A - x) : h > 0 \right\} \). The tangent cone \( T_x A \) is a closed convex cone in \( E \) with vertex at the origin (in fact it is the smallest such cone containing \( A - x \)).

B.5 Convex Sets Defined by Inequalities

In many cases the convex set \( A \) of interest is explicitly presented as an intersection of half-spaces, in the form

\[
A = \bigcap_{\ell \in B} \{ x \in E : \ell(x) \leq \phi(\ell) \} \quad (B.1)
\]

where \( B \) is a given closed subset of \( E^* \setminus \{0\} \) and \( \phi : B \to \mathbb{R} \) is given. If \( B \) does not intersect every ray from the origin, this definition will involve only a subset of the supporting half-spaces of \( A \). In this situation we have the following characterisation of the support function of \( A \):

**Theorem B.5.** Let \( E \) be of dimension \( n \), and suppose \( A \) is defined by \((B.1)\). For any \( \ell \in E^* \) with \( s(\ell) < \infty \) there exist \( \ell_1, \ldots, \ell_{n+1} \in B \) and \( \lambda_1, \ldots, \lambda_{n+1} \geq 0 \) such that

\[
\ell = \sum_{i=1}^{n+1} \lambda_i \ell_i \quad \text{and} \quad s(\ell) = \sum_{i=1}^{n+1} \lambda_i \phi(\ell_i).
\]
It follows that the support function \( s \) of \( A \) on all of \( E^* \) can be recovered from the given function \( \phi \) on \( B \).

**Proof.** Firstly, for \( \ell \in B \) note that if \( \ell(x) = \phi(\ell) \) for some \( x \in A \), then \( \ell(x) = \sup \{ \ell(y) : y \in A \} = s(\ell) \). Now define

\[
\tilde{B} = \mathbb{R}^+ \{ \ell \in B : \exists x \in A \text{ with } \ell(x) = \phi(\ell) \}.
\]

That is, \( \tilde{B} \) consists of positive scalar multiples of those \( \ell \) in \( B \) for which equality holds in equation (B.1). Note that \( \tilde{B} \) is closed. Also let

\[
\tilde{\phi}(\vartheta) = \begin{cases} 
  c\phi(\ell) & \text{if } \vartheta = c\ell \text{ where } c \geq 0, \ell \in \tilde{B} \\
  +\infty & \text{otherwise}
\end{cases}
\]

Thus we have that \( \tilde{\phi}(\vartheta) = s(\vartheta) \) for \( \vartheta \in \tilde{B} \). From (B.1) and by the construction of \( \tilde{\phi} \) we have

\[
A = \bigcap_{\vartheta \in E^*} \{ x \in E : \vartheta(x) \leq \tilde{\phi}(\vartheta) \}.
\]

In which case we see that

\[
s(\ell) = \sup \{ \ell(x) : x \in A \} \\
= \sup \{ \ell(x) : x \in E, \vartheta(x) \leq \tilde{\phi}(\vartheta), \forall \vartheta \in E^* \} \\
= \sup \{ \ell^*(\ell) : \ell^* \leq \tilde{\phi}, \ell^* \in (E^*)^* \}
\]

since \((E^*)^* = E\). That is, the epigraph of \( s \) is the convex hull of the epigraph of \( \tilde{\phi} \) (cf. [Roc70, Corollary 12.1.1]). Now we observe by the Caratheodory theorem [Roc70, Corollary 17.1.3] that

\[
s(\ell) = \inf \left\{ \sum_{i=1}^{n+1} \lambda_i \tilde{\phi}(\ell_i) : \ell_i \in \tilde{B}, \lambda_i \geq 0, \sum_{i=1}^{n+1} \lambda_i \ell_i = \ell \right\}.
\]

The infimum is attained since \( \tilde{B} \) is closed. The result follows since each \( \ell_i \in \tilde{B} \) is a non-negative multiple of some element \( \bar{\ell}_i \) of \( B \) with \( \phi(\bar{\ell}_i) = s(\bar{\ell}_i) \). □

From this theorem we obtain a useful result for the normal cone:

**Theorem B.6.** Let \( E \) be of dimension \( n \), and suppose \( A \) is defined by (B.1). Then for any \( x \in \partial A \), \( N_x A \) is the convex cone generated by \( B \cap N_x A \). That is, for any \( \ell \in N_x A \) there exist \( k \leq n+1 \) and \( \ell_1, \ldots, \ell_k \in B \cap N_x A \) and \( \lambda_1, \ldots, \lambda_k \geq 0 \) such that \( \ell = \sum_{i=1}^{k} \lambda_i \ell_i \).

**Proof.** Let \( \ell \in N_x A \). By Theorem [B.5] there exist \( \ell_1, \ldots, \ell_{n+1} \) and \( \lambda_i \geq 0 \) such that \( s(\ell) = \sum_{i=1}^{n+1} \lambda_i \phi(\ell_i) \) and \( \ell = \sum_{i=1}^{n+1} \lambda_i \ell_i \). Since \( \ell \in N_x A \) we have

\[
\ell(x) = s(\ell) = \sum_{i=1}^{n+1} \lambda_i s(\ell_i) \geq \sum_{i=1}^{n+1} \lambda_i \ell_i(x) = \ell(x),
\]

where
so that equality holds throughout, and $s(\ell_i) = \ell_i(x)$ (hence $\ell_i \in N_xA$) for each $i$ with $\lambda_i > 0$.

This in turn gives a useful characterisation of the tangent cone:

**Theorem B.7.** Let $E$ be of dimension $n$, and suppose $A$ is defined by (B.1). Then for any $x \in \partial A$,

$$
\mathcal{T}_x A = \bigcap_{\ell \in B : \ell(x) = \phi(\ell)} \{ z \in E : \ell(z) \leq 0 \}
$$

and the interior of $\mathcal{T}_x A$ is given by the intersection of the corresponding open half-spaces.

**Proof.** Any point $z$ in $\mathcal{T}_x A$ satisfies $\ell(z) \leq 0$ for every $\ell \in E \setminus \{0\}$ with $\ell(x) = s(\ell)$. In particular, if $\ell \in B$ and $\ell(x) = \phi(x)$, then $\phi(x) = s(\ell)$ and $\ell(z) \leq 0$. Conversely, if $\ell(z) \leq 0$ for all $\ell \in B$ with $\ell(x) = \phi(\ell)$ (equivalently, for all $\ell \in B \cap N_xA$) and $\vartheta$ is any element of $N_xA$, then by Theorem B.6 there exist $\ell_i \in B \cap N_xA$ and $\lambda_i > 0$ for $i = 1, \ldots, k$ such that $\vartheta = \sum_{i=1}^{k} \lambda_i \ell_i$, and so $\vartheta(z) = \sum_{i=1}^{k} \lambda_i \ell_i(z) \leq 0$. Since this is true for all $\vartheta \in N_xA$, $z$ is in $\mathcal{T}_x A$. □
Appendix C
Canonically Identifying Tensor Spaces with Lie Algebras

In studying the algebraic decomposition of the curvature tensor, one needs to make several natural identification between tensor spaces and Lie algebras. By doing so, one is able to use the Lie algebra structure in conjunction with the tensor space construction to elucidate the structure of the quadratic terms in the curvature evolution equation.

C.1 Lie Algebras

A Lie algebra consists of a finite-dimensional vector space $V$ over a field $\mathbb{F}$ with a bilinear Lie bracket $\{,\} : (X, Y) \mapsto [X, Y]$ that satisfies the properties:

1. $[X, X] = 0$
2. $[X, [Y, Z]] + [Y, [Z, X]] + [Z, [X, Y]] = 0$

for all vectors $X, Y$ and $Z$.

Any algebra $\mathcal{A}$ over a field $\mathbb{F}$ can be made into a Lie algebra by defining the bracket

$$[X, Y] := X \cdot Y - Y \cdot X.$$ 

A special case of this arises when $\mathcal{A} = \text{End}(V)$ is the algebra of operator endomorphisms of a vector space $V$. In which case the corresponding Lie algebra is called the general Lie algebra $\mathfrak{gl}(V)$. Concretely, setting $V = \mathbb{R}^n$ gives the general linear Lie algebra $\mathfrak{gl}(n, \mathbb{R})$ of all $n \times n$ real matrices with bracket $[X, Y] := XY - YX$. Furthermore, the special linear Lie algebra $\mathfrak{sl}(n, \mathbb{R})$ is the set of real matrices of trace 0; it is a subalgebra of $\mathfrak{gl}(n, \mathbb{R})$. The special orthogonal Lie algebra $\mathfrak{so}(n, \mathbb{R}) = \{X \in \mathfrak{sl}(n, \mathbb{R}) : X^T = -X\}$ is the set of skew-symmetric matrices.
C.2 Tensor Spaces as Lie Algebras

Suppose \( U = (U, \langle \cdot, \cdot \rangle) \) is a real \( N \)-dimensional inner product space with orthonormal basis \( (e_\alpha)_{\alpha=1}^N \). Let \( E_{\alpha\beta} \) be the matrix of zero’s with a 1 in the \((\alpha, \beta)\)-th entry. The matrix product then satisfies \( E_{\alpha\beta}E_{\lambda\eta} = \delta_{\beta\lambda}E_{\alpha\eta} \).

The tensor space \( U \otimes U \) is equipped with an inner product \( \langle x \otimes y, u \otimes v \rangle = \langle x, u \rangle \langle y, v \rangle \).

The set \( (e_\alpha \otimes e_\beta)_{\alpha,\beta=1}^N \) forms an orthonormal basis. We identify \( U \otimes U \simeq \mathfrak{gl}(N, \mathbb{R}) \) by defining the linear transformation

\[
x \otimes y : z \mapsto \langle y, z \rangle x
\]

for any \( x \otimes y \in U \otimes U \). The map simply identifies \( y \) with its dual. Under this identification, the inner product on \( \mathfrak{gl}(N, \mathbb{R}) \) is given by the trace norm:

\[
\langle A, B \rangle = \text{tr} \, A^T B,
\]

for any \( A, B \in \mathfrak{gl}(N, \mathbb{R}) \). To see why, observe that \( e_\alpha \otimes e_\beta \simeq E_{\alpha\beta} \) and so

\[
\text{tr} \, E_{\alpha\beta}^T E_{\lambda\eta} = \text{tr} \, E_{\beta\alpha} E_{\lambda\eta} = \text{tr} \, \delta_{\alpha\lambda} E_{\beta\eta} = \delta_{\alpha\lambda} \delta_{\beta\eta} = \langle e_\alpha \otimes e_\beta, e_\lambda \otimes e_\eta \rangle.
\]

C.3 The Space of Second Exterior Powers as a Lie Algebra

Consider the \( n \)-dimensional real inner product space \( V = (V, \langle \cdot, \cdot \rangle) \) with orthonormal basis \( (e_i)_{i=1}^n \). As usual, let \( (e^i) \) be the corresponding dual basis for \( V^* \). Define \( \bigwedge^2 V = V \otimes V/I \) to be the quotient algebra of the tensor space \( V \otimes V \) by the ideal \( I \) generated from \( x \otimes x \) for \( x \in V \). In which case

\[
x \wedge y = x \otimes y \pmod{I},
\]

for any \( x, y \in V \). The space \( \bigwedge^2 V \) is called the second exterior power of \( V \) and elements \( x \wedge y \) are referred to as bivectors\(^1\). The canonical inner product on \( \bigwedge^2 V \) is given by

\[
\langle x \wedge y, u \wedge v \rangle = \langle x, u \rangle \langle y, v \rangle - \langle x, v \rangle \langle y, u \rangle.
\]

With respect to this, the set \( (e_i \wedge e_j)_{i<j} \) forms an orthonormal basis for the \( n(n-1)/2 \)-dimensional vector space \( \bigwedge^2 V \). We identify \( \bigwedge^2 V \simeq \mathfrak{so}(n) \) by

\(^1\) The geometric interpretation of \( x \wedge y \) is that of an oriented area element in the plane spanned by \( x \) and \( y \). The object \( x \wedge y \) is referred to as a bivector as it is a two-dimensional analog to a one-dimensional vector. Whereas a vector is often utilised to represent a one-dimensional directed quantity (often visualised geometrically as a directed line-segment), a bivector is used to represent a two-dimensional directed quantity (often visualised as an oriented plane-segment).
mapping \( e_i \wedge e_j \) to the linear map \( L(e_i \wedge e_j) \) of rank 2 which is a rotation with angle \( \pi/2 \) in the \( (i,j) \)-th plane. This is equivalent defining the linear transformation
\[
x \wedge y : z \mapsto \langle y, z \rangle x - \langle x, z \rangle y.
\]
(C.3)

Under this identification, the inner product on \( \mathfrak{so}(n) \) is given by the trace norm
\[
\langle A, B \rangle = \frac{1}{2} \text{tr} A^T B = -\frac{1}{2} \text{tr} AB
\]
where \( A, B \in \mathfrak{so}(n) \). To see this, note that
\[
(e_i \wedge e_j)^T \cdot (e_k \wedge e_\ell) = (E_{ji} - E_{ij})(E_{k\ell} - E_{\ell k})
\]
\[
= \delta_{ik} E_{j\ell} - \delta_{i\ell} E_{jk} + \delta_{j\ell} E_{ik} - \delta_{jk} E_{i\ell}
\]
and so \( \text{tr} (e_i \wedge e_j)^T \cdot (e_k \wedge e_\ell) = 2(\delta_{ik}\delta_{j\ell} - \delta_{i\ell}\delta_{jk}) = 2 \langle e_i \wedge e_j, e_k \wedge e_\ell \rangle \).

**Example C.1.** When \( n = 3 \) and \( V = \mathbb{R}^3 \) we observe that
\[
e_2 \wedge e_3 \mapsto R_x = E_{23} - E_{32} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ -1 & 0 & 0 \end{pmatrix}
\]
\[
e_1 \wedge e_3 \mapsto R_y = E_{13} - E_{31} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix}
\]
\[
e_1 \wedge e_2 \mapsto R_z = E_{12} - E_{21} = \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \end{pmatrix}
\]

where \( R_x, R_y, R_z \) are \( \pi/2 \)-rotations about the \( x, y \) and \( z \) axis. Whence any \( X \in \mathfrak{so}(3) \) can be written as
\[
X = \begin{pmatrix} 0 & c & b \\ -c & 0 & a \\ -b & -a & 0 \end{pmatrix} = aR_x + bR_y + cR_z,
\]
since \( X^T = -X \) and \( \text{tr}X = 0 \) by definition. Furthermore, if \( Y = uR_x + vR_y + wR_z \) then the inner product \( \langle X, Y \rangle = au + bv + cw = (a, b, c) \cdot (u, v, w) \) is the usual Euclidean inner product.

**C.3.1 The space \( \bigwedge^2 V^* \) as a Lie Algebra.** As done in the above passage, \( \bigwedge^2 V^* = V^* \otimes V^*/\mathcal{I} \) is the quotient algebra of \( V^* \otimes V^* \) by the ideal \( \mathcal{I} = \langle x \otimes x \mid x \in V^* \rangle \). The canonical inner product given by (C.2), except now applied to dual vectors. The wedge \( \wedge \) is an antisymmetric bilinear product with the additional property that
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\( (e^i \wedge e^j)(e_k, e_\ell) = \text{det} \begin{pmatrix} e^i(e_k) & e^i(e_\ell) \\ e^j(e_k) & e^j(e_\ell) \end{pmatrix} = \delta_{ik} \delta_{j \ell} - \delta_{i \ell} \delta_{j k} \).

Any \( \varphi \in \Lambda^2 V^* \) may be written as

\[ \varphi = \frac{1}{2} \sum_{i,j} \varphi_{ij} e^i \wedge e^j = \sum_{i<j} \varphi_{ij} e^i \wedge e^j \quad \text{(C.4)} \]

where \( \varphi_{ij} := \varphi(e_i, e_j) \). Moreover, the pairing of bivectors with its dual is given by \( (e^i \wedge e^j)(e_k \wedge e_\ell) = (e^i \wedge e^j)(e_k, e_\ell) \) in order to preserve orthonormality.

**Remark C.2.** A quick consistency check confirms the summation convention used in \( \text{(C.4)} \) allows the coefficients \( \varphi_{ij} \) that appear in the sum to agree with the component \( \varphi(e_i, e_j) \). Indeed, we observe that

\[ \left( \frac{1}{2} \sum_{i,j} \varphi_{ij} e^i \wedge e^j \right)(e_k, e_\ell) = \frac{1}{2} \varphi_{ij} (\delta_{ik} \delta_{j \ell} - \delta_{i \ell} \delta_{j k}) = \frac{1}{2} (\varphi_{k \ell} - \varphi_{\ell k}) = \varphi_{k \ell} \]

which is equal to \( \varphi(e_k, e_\ell) \) by definition. Furthermore one also find that \( \langle \varphi, e^k \wedge e^\ell \rangle = \frac{1}{2} \sum_{i,j} \varphi_{ij} \langle e^i \wedge e^j, e^k \wedge e^\ell \rangle = \varphi_{k \ell} \). Thus the convention is consistent.

We identify \( \Lambda^2 V^* \) with the Lie algebra \( \mathfrak{so}(n) \) by sending \( e^i \wedge e^j \mapsto E_{ij} - E_{ji} \) as before. This equips \( \Lambda^2 V^* \) with a Lie algebra structure. In particular the bracket

\[
[e^i \wedge e^j, e^k \wedge e^\ell] = (e^i \wedge e^j) \cdot (e^k \wedge e^\ell) - (e^k \wedge e^\ell) \cdot (e^i \wedge e^j) \\
= (E_{ij} - E_{ji})(E_{k \ell} - E_{\ell k}) - (E_{k \ell} - E_{\ell k})(E_{ij} - E_{ji}) \\
= E_{ij}E_{k \ell} - E_{ij}E_{\ell k} - E_{ji}E_{k \ell} + E_{ji}E_{\ell k} \\
- E_{k \ell}E_{ij} + E_{k \ell}E_{ji} + E_{\ell k}E_{ij} - E_{\ell k}E_{ji} \\
= \delta_{i \ell} e^j \wedge e^k + \delta_{j k} e^i \wedge e^\ell - \delta_{ik} e^j \wedge e^\ell - \delta_{j \ell} e^i \wedge e^k
\]

In which case, given any \( \phi, \psi \in \Lambda^2 V^* \) one computes

\[
[\phi, \psi] = \frac{1}{4} \phi_{ij} \psi_{k \ell} [e^i \wedge e^j, e^k \wedge e^\ell] \\
= \frac{1}{4} \phi_{ij} \psi_{k \ell} (\delta_{i \ell} e^j \wedge e^k + \delta_{j k} e^i \wedge e^\ell - \delta_{ik} e^j \wedge e^\ell - \delta_{j \ell} e^i \wedge e^k) \\
= \frac{1}{4} \left( \phi_{pj} \psi_{kp} e^j \wedge e^k + \phi_{ip} \psi_{p \ell} e^i \wedge e^\ell - \phi_{pj} \psi_{p \ell} e^j \wedge e^\ell - \phi_{ip} \psi_{kp} e^i \wedge e^k \right) \\
= \frac{1}{2} \sum_{i,j} (\phi_{ip} \psi_{pj} - \psi_{ip} \phi_{pj}) e^i \wedge e^j
\]

Therefore we (naturally) define the components of the bracket, with respect to the basis \( (e_i \wedge e_j)_{i<j} \), by
[φ, ψ]_{ij} := φ_{ip}ψ_{pj} − ψ_{ip}φ_{pj} \quad (C.5)
for any φ, ψ ∈ \Lambda^2 V^*.

C.3.1.1 Structure Constants. Now suppose (φ^α) is an orthonormal basis for \Lambda^2 V^*. The structure constants c^αβγ for the bracket (C.5), with respect to the basis (φ^α), are defined by

\[ [φ^α, φ^β] = c^αβγ φ^γ. \]

As (φ^α) are orthonormal, the structure constants can be directly computed from

\[ c^αβγ = \langle [φ^α, φ^β], φ^γ \rangle. \]

It is easy to check that the tri-linear form \( \langle [φ^α, φ^β], φ^γ \rangle \) is fully antisymmetric, thus the structure constants c^αβγ are anti-symmetric in all three components. Moreover, if (σ^α) orthonormal basis for \Lambda^2 V dual to (φ^α), then the corresponding structure constants c^γαβ are given by

\[ [σ^α, σ^β] = c^γαβ σ^γ. \]

From the identification of \Lambda^2 V with \Lambda^2 V^* we also have c^γαβ = c^αβγ.
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invariance under, 103
pinching problem, xvi
pinching sets, 202
pointed Riemannian manifold, 128
pointwise $\delta$-pinching, xviii
pointwise bounded, 135
positive background measure, 144
positive complex sectional curvature
definition, 209
positive isotropic curvature, xvii, 215
conjecture, xxii
definition, 209
preserved cone, 187
preserved set, 187
\( P \) (temporal curvature tensor), 91
pullback bundle, 24
connection, 25
restriction, 24
pushforward, 25
quadratic curvature tensor, 52
interpretation, 174
properties, 176

Rauch, xvi
regularisation, 164
regularity
global shi estimates, 117
Rellich compactness theorem, 154
renormalisation, 164
flow, 165
group equations, 165
restriction, 24
Ricci curvature
definition, 21
Ricci flow, xix
coupled, 146
coupled modified, 145
diffeomorphism invariance, 51
evolution of curvature, 60
exact solutions, 50
gradient flow, 144
higher dimensions, xx
introduction, 49

Ricci tensor
traceless, 64
Ricci-DeTurck flow, 77
Riemannian curvature, 20
symmetry properties, 20
Riemannian metric
canonical, 141
definition, 10
series expansion, 29
space of, 141

S-tensor, 88
scalar maximum principle, 99
comparison principle, 98
doubling time estimates, 101
scalar curvature lower bounds, 100
shi estimates, 119
Schur’s lemma, 182
second derivative test, 97
second exterior test, as a Lie algebra, 253
section, 3
sectional curvature
definition, 22
sections
as a module over \( C^\infty(M) \), 3
\#-operator, 177
shi estimates, see regularity
\( \sigma \)-models, 165
singular solution, 120
singularity, 120
space forms, xv
space-time
canonical connection, 90
spatial tangent bundle, 28, 40, 87
canonical connection, 88
vector fields, 88
sphere theorem
Brendle and Schoen, xxi
Chen, xx
classical proof, xvii
differentiable, xix
Huisken, 66
Rauch-Klingenberg-Berger, xvii
topological, xvi
support function, 103
half-space, 245
hyperplane, 245
symbol, 69
elliptic, 70
principal, 70
total, 70
tangent cone, 103
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