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Preface

Jonathan Borwein: Mathematician Extraordinaire

Many of us were shocked when our dear colleague Jonathan Michael Borwein
of the University of Newcastle, Australia, died in August 2016. Jonathan ranked
among the most wide ranging and influential mathematicians of the last
half-century. He made significant contributions to a diversity of areas, in the pro-
cess of which he exploited and greatly expanded the methods of experimental
mathematics. In the course of this, he wove a network of colleagues and collabo-
rators that spanned six continents and numbered well into the hundreds. After his
passing, one immediate priority was to gather together as many of his works as
possible. Accordingly, David H. Bailey and Nelson H. F. Beebe of the University
of Utah began collecting as many of Borwein’s published papers, books, reports
and talks as possible, together with book reviews and articles written by others
about Jonathan and his work. The current catalogue [1] lists nearly 2000 items.
Even if one focuses only on formal, published, peer-reviewed articles, there are
over 500 such items. These works are heavily cited—the Google citation tracker
finds over 22,000 citations.

What is most striking about this catalogue is the wide range of topics. One bane
of modern academic research, in general, and of the field of mathematics, in par-
ticular, is that most researchers today focus on a single specialized niche, seldom
attempting to branch out into other specialties and disciplines or to forge potentially
fruitful collaborations with researchers in other fields. In contrast, Borwein not only
learned about numerous different specialities, but, in fact, did significant research in
a wide range of fields, including experimental mathematics, optimization, convex
analysis, applied mathematics, computer science, scientific visualization, biomed-
ical imaging and mathematical finance. It is hard to think of a single mathematician
of the modern era who has published notable research in so many different arenas.
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A Portrait of the Man as a Mathematician

Jonathan was a polymath, by its very definition, and a true renaissance scholar. His
knowledge base was as expansive as it was detailed. Let us take a moment to paint a
fuller picture of this man and his engagement with mathematics, technology and the
world around him. Born in St Andrews, Scotland on 20 May 1951, Jon attended the
Madras College in Fife as a child, and went to university at 15, becoming at 23 a
rather young Postdoctoral Fellow at Dalhousie University where he remained until
1991.

Always steeped in the mathematical world, thanks to his father, David Borwein,
Jon started doing AMS Math Monthly problems with his father from an early age.
The only time Jon didn’t have a math book under his arm, a pen leaking ink in his
pocket desperate to be etched across a sheet of crisp white paper—and later an iPad
to work on—was the 3 months he travelled along the route of Xenophon’s Anabasis
through Turkey and Greece in the summer of 1973.

Jon won a 1971 Rhodes Scholarship and settled into life at Oxford. His classes
allowed him to rub shoulders with the likes of Michael Atiyah, Professor of
Geometry, who actually attended a class on mathematical Linguistics with Jon.
Atiyah often sat unheeding and would then ask the professor dumb basic questions
about the lecture. At a much later time, at a conference, Atiyah laughed and said that
Jon had certainly gotten more from the class than he did. Such interactions rein-
forced the humanity of the great professors and in many ways became a template for
his interactions with students, accepting of differences and ready to teach all.

Jon was a member of ‘Professors for Peace for the Middle East’, a Canadian
organization with very dedicated people who went on to be influential in Canadian
society. In 1967, a group went to Israel to discuss the problems with both
Palestinians and Israelis, from the Mufti of Gaza to Teddy Kollek, the Mayor of
Jerusalem. They arrived in May, days after the election that heralded the start of the
tenure of Menachem Begin. The authorities they had arranged to meet were so
rattled by the result of the election that they actually reported the truth about many
things ‘Middle East’, while filling boxes to depart their offices. In some cases, the
group was also able to access the newcomers. This organization still exists despite a
name change and continues to press for a peaceful resolution.

In 1985, while on sabbatical, Jon went to Cambridge, England and then
Limoges, France. While in Cambridge Jon received a redirected Christmas card
from Yasumasa Kanada, a Professor in the Department of Information Science at
the University of Tokyo. He looked at the return address and was astonished to see
that Kanada was in Cambridge as well. There was a meeting and this led to fruitful
discussions about computer modelling algorithms and p. This friendship lasted until
Kanada’s retirement in 2015. When asked why a computer scientist would come to
such a place as Cambridge, Kanada replied that he was looking to imbibe the
theoretical underpinnings and classical view of his work. This was something he
could not get at home. Next in the sabbatical was a stay in France. Jon and his wife,
Judi, spent an idyllic time in a gîte rural on the grounds of a Chateau near Rilhac
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Rancon. This was a perfect place to ruminate on the mysteries of math. The time
spent here led to a very prolific association with Michel Thera and the French
mathematics community, leading eventually to an honorary Doctorate at the
University of Limoges.

At this same time, Jon was reunited with Ephraim J. Borowski, an old friend
from Oxford, who joined Jon for a while at the gîte while working on a Collins
Dictionary. The two sat on the grass outside, or around the table in the
fifteenth-century stone cottage with file cards, filling in definitions. This delightful
interlude led to the Collins Dictionary of Mathematics. Later, Ephraim, burdened
down with file cards, came to work with Jon in Halifax, Nova Scotia. They set up
shop in Jon’s office, situated in the old Halifax Archives, and had a very strict
protocol: nothing was to be changed on the Lisa computer unless it was first listed
and dated on the white boards. They never misplaced a letter because of this, but
even with five levels of certainty, they almost lost an entire section. Jon had a
lifelong interest in utilizing technology and pushing its limits in the pursuit of a
plethora of academic interests.

There are numerous Biographies of Jon, some of which are also obituaries (see,
for instance, [2] and others at [1]). However, these often glom to certain details
about his life, influence and output. Citing his own writing about ‘The Best
Teacher I Ever Had was …’, these include his childhood experience of teaching
another boy a two-by-two simultaneous equation at the age of 6, and how on arrival
at Western University, in his second year, he very nearly decided to major in history
—which would have been a loss to the mathematical community. These biogra-
phies often unevenly focus on the breadth of his contributions, containing them
within the lens of the journal or researcher-author penning the biography. It is
pertinent to state that he was so accomplished and had expertise in so many fields,
that the editors at Springer could not find an appropriate replacement for him as
Editor of the SUMAT Series. (Indeed, he was a founding Co-Editor in Chief of
Springer-Verlag’s SUMAT Series of Springer Undergraduate Mathematics and
Technology books.) Apparently, it normally would have required four editors to
cover the fields he knew so intimately.

Overview of this Proceedings

It is the intention of this volume to commemorate Jonathan’s remarkable
achievements and legacies that were explored at his Commemorative Conference
held on 25–29 September 2017, at Noah’s On The Beach, Newcastle, NSW—one
of Jonathan’s favourite spots. Associated events included the Sunday, 24th
September Satellite meeting on Mathematics and Education; the Tuesday, 26th
September Public Lecture given by Keith Devlin, entitled ‘Finding Fibonacci—The
Quest to Rediscover the Forgotten Mathematical Genius Who Changed the World’
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and the Wednesday, 27th September ‘An Evening of Mathematics, Music and Art’
held at the Harold Lobb Concert Hall of the Conservatorium of Music. The con-
ference was devoted to five main areas in which Jonathan made outstanding con-
tributions; these became leading session themes:

1. Applied Analysis, Optimisation and Convex Functions, chaired by Regina
S. Burachik and Guoyin Li;

2. Education, chaired by Naomi Simone Borwein and Judy-anne Heather Osborn;
3. Experimental Mathematics and Visualisation, chaired by David H. Bailey;
4. Financial Mathematics, chaired by Qiji (Jim) Zhu and
5. Number Theory, Special Functions and Pi, chaired by Richard P. Brent.

Four of these also constitute the sections into which this proceedings is divided.
Upon a cursory glance one might be surprised that there isn’t also a section dealing
with experimental mathematics and visualization. This was indeed an early inten-
tion; however, it soon became apparent that the pertinent articles also fitted under
one of the other banners, while almost every article in every section exemplified
aspects of the experimental approach and in many cases the power of visualization.
It seemed natural, therefore, to see these as themes threaded throughout the volume,
reflecting how these methodologies grew to colour all Jonathan’s mathematical
endeavours.

As any of us familiar with Jonathan knew well, he was so prolific that at any
moment in time he had numerous research projects underway and papers in
preparation. Testament to this is the surprising number of papers with Jonathan
listed as one of the authors found in this proceedings. All represent lines of research
in which he was actively engaged at the time of his passing.

In the following sections of this Preface, we briefly delve into just a few of Jon’s
contributions that are pertinent to the research areas listed above.

Nonlinear Analysis and Optimization

Some of Jon’s most significant contributions were in the area of optimization;
indeed, papers in the area of optimization and convex analysis are the single-most
numerous category in the catalogue [1].

One notable paper in the optimization arena is [3], which presents what is now
known as the Barzilai–Borwein algorithm for large-scale unconstrained optimiza-
tion. This paper has been cited over 1300 times. There are numerous techniques for
this type of problem (unconstrained optimization) in the literature. The standard
gradient method, namely, to iterate xkþ 1 ¼ xk � akgkðxkÞ, where ak is typically
calculated based on a fixed line search procedure, is fairly simple to use, but it
makes no use of second-order information and sometimes zig-zags rather than
converging. Newton’s method is to iterate xkþ 1 ¼ xk � ðFkðxkÞÞ�1gkðxkÞ, where
Fk ¼ r2f ðxkÞ is the Hessian of the system. It utilizes second-order information and
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typically converges quite rapidly near the solution, but it requires the expensive
computation of the matrix ðFkðxkÞÞ�1, and for some applications the scheme
requires additional custom modifications to ensure convergence.

The Barzilai–Borwein method mimics the gradient method, in that it selects ak
so that akgkðxkÞ approximates ðFkðxkÞÞ�1gkðxkÞ, but it does not require that one
actually compute ðFkðxkÞÞ�1. As a result, this scheme often converges nearly as fast
as the Newton method, but at significantly lower computational overhead. Due to
its simplicity and efficiency, variations of this method have been applied in a variety
of applications, including sparse optimization, image analysis and signal
processing.

Experimental Mathematics

Jon is perhaps best known for deriving, with his brother Peter, quadratically and
higher order convergent algorithms for p, including p-th-order convergent algo-
rithms for any prime p, and similar quadratically convergent algorithms for certain
other fundamental constants and functions [4–6]. Here ‘quadratically convergent’
means that each iteration of the algorithm approximately doubles the number of
correct digits in the result, with a similar definition for higher order convergence;
p-th-order convergent means that the number of correct digits increases approxi-
mately by a factor of p with each iteration.

One of their best-known algorithms is the following: Set a0 ¼ 6� 4
ffiffiffi
2

p
and

y0 ¼
ffiffiffi
2

p � 1. Then iterate

ykþ 1 ¼ 1� ð1� y4kÞ1=4
1þð1� y4kÞ1=4

akþ 1 ¼ akð1þ ykþ 1Þ4 � 22kþ 3ykþ 1ð1þ ykþ 1 þ y2kþ 1Þ:

Then ak converges quadratically to 1=p: each iteration approximately quadru-
ples the number of correct digits. This algorithm, together with a quadratically
convergent algorithm due to Brent and Salamin, was employed in several large
computations of p by Kanada and others.

But an event of more enduring legacy is his advocacy of experimental mathe-
matics, in particular, his championing of the usage of advanced computing tech-
nology to discover new principles and formulas of mathematics, not just verify
them with mathematical software.

One of many examples of this methodology in action was his analysis (in
conjunction with David H. Bailey and the late Richard Crandall) of the following
three classes of integrals that arise in mathematical physics: Cn are connected to
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quantum field theory, Dn arise in Ising theory, while the En integrands are derived
from Dn:

Cn :¼ 4
n!

Z 1

0
. . .

Z 1

0

1

Pn
j¼1

ðuj þ 1=ujÞ
 !2

du1
u1

. . .
dun
un

Dn :¼ 4
n!

Z 1

0
. . .

Z 1

0

Q
i\j

ui�uj
ui þ uj

� �2
Pn
j¼1

ðuj þ 1=ujÞ
 !2

du1
u1

. . .
dun
un

En ¼ 2
Z 1

0
. . .

Z 1

0

Y
1� j\k� n

uk � uj
uk þ uj

 !2

dt2 dt3. . .dtn;

where in the last line uk ¼ t2. . .tk [7].
One early observation was that the Cn integrals can be converted to

one-dimensional integrals involving the modified Bessel function K0ðtÞ:

Cn ¼ 2n

n!

Z 1

0
tKn

0ðtÞ dt:

It was quickly evident that high-precision numerical values of this sequence,
computed using tanh-sinh quadrature, approach a limit. For example:

C1024 ¼ 0:6304735033743867961220401927108789043545870787. . .

When the first 50 digits of this constant were copied into the online Inverse
Symbolic Calculator-2 (ISC-2) at https://isc.carma.newcastle.edu.au (which Jon
was instrumental in developing and deploying), the result was

lim
n!1Cn ¼ 2e�2c;

where c denotes Euler’s constant, a result which was then proved.
Subsequently high-precision computations, in conjunction with Ferguson’s

PSLQ algorithm [8, 9], were applied to find experimental evaluations of numerous
other specific instances of these integrals, including
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D3 ¼ 8þ 4p2=3� 27L�3ð2Þ
D4 ¼ 4p2=9� 1=6� 7fð3Þ=2
E2 ¼ 6� 8log2

E3 ¼ 10� 2p2 � 8log2þ 32 log2 2

E4 ¼ 22� 82fð3Þ � 24log2þ 176 log2 2� 256ðlog3 2Þ=3þ 16p2log2� 22p2=3

E5 ¼ 42� 1984Li4ð1=2Þþ 189p4=10� 74fð3Þ � 1272fð3Þlog2þ 40p2 log2 2

� 62p2=3þ 40ðp2log2Þ=3þ 88 log4 2þ 464 log2 2� 40log2;

where L�3ð2Þ is a Dirichlet L-function constant, fðxÞ is the Riemann zeta function
and LinðxÞ is the polylogarithm function [7]. The formula for E5, which was initially
found by Borwein (and which he was quite proud of), remained a numerically
discovered but open conjecture for several years, but was finally proven in 2014 by
Erik Panzer [10]. Resolution of the general case is still open.

Number Theory, Special Functions and Pi

Jon’s work on number theory, special functions and p is inextricably linked to his
work on experimental mathematics. Typically, using his excellent mathematical
intuition supported by experimental mathematics tools such as PSLQ [9], Jon
would make a conjecture that was almost certainly true, and in many cases could be
proved rigorously.

To give just one example, we mention Jon’s work, together with collaborators
David H. Bailey, Richard Crandall, Karl Dilcher, Armin Straub, James Wan and
others, on the so-called Mordell–Tornheim–Witten zeta function [11]. This function
is a vast generalization of the Riemann zeta function, and is defined by

xðs1; . . .; sKþ 1Þ :¼
X

m1;...;mK [ 0

1
ms1

1 � � �msK
K ðm1 þ � � � þmKÞsK þ 1

with suitable restrictions on the parameters s1; . . .; sKþ 1. For integer values of the
parameters, there are many interesting identities satisfied by the x values and their
derivatives.

Further examples are described in the Preface to Part IV ‘Number Theory,
Special Functions and Pi’, and in the various papers contributed to that Part.
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Mathematical Finance

A notable example of how Jon ventured into arenas quite far afield from his core
research in optimization and computational mathematics is his work in mathe-
matical finance. This began in 2013, when David H. Bailey mentioned to Jon some
research he had been doing with Marcos Lopez de Prado, a financial mathematician
in New York City. Bailey and Lopez de Prado were concerned about the yawning
gap between state-of-the-art mathematical techniques that were being successfully
applied in leading quantitative investment funds, on one hand, and the mathemat-
ically and statistically naive schemes and practices that were often being promoted
to the public and even being presented in presumably peer-reviewed journals. It had
become clear, based on the preliminary research, that ‘backtest overfitting’, namely,
the statistical overfitting of historical market data, was rampant in the finance field,
and is arguably the principal reason why so many financial strategies and invest-
ment fund designs, which look great on paper and in promotional literature, fall flat
when actually fielded. David and Marcos were also concerned with the many
pseudoscientific techniques and strategies that are mentioned on a daily basis in the
financial press.

When they presented some of their findings and thoughts on the topic to Jon, he
immediately understood the technical issues, appreciated their gravity and con-
curred that these issues deserved rigorous treatment. So Bailey, Borwein, Lopez de
Prado and Qiji J. Zhu then co-authored a pair of papers with full details. The first
paper, entitled ‘Pseudo-mathematics and financial charlatanism: The effects of
backtest overfitting on out-of-sample performance’ (a provocative title that Borwein
himself proposed), was published as a feature article in the Notices of the American
Mathematical Society [12], and has been circulated widely in the financial com-
munity. The second paper addressed the probability of backtest overfitting in more
technical depth [13].

Jon also urged Bailey, Lopez de Prado and Zhu to start a blog presenting many
of these related issues for an even broader audience. The result was the
Mathematical Investor blog [14], with the provocative subtitle (also proposed by
Jon) ‘Mathematicians against fraudulent financial and investment advice
(MAFFIA)’. Its mission was and is to identify and draw attention to abuses of
mathematics and statistics in the financial field, and also to call out the financial
mathematics community for their silence on these abuses. These abuses include:

1. Failing to disclose the number of models or variations that were used to develop
an investment strategy or fund (which failure makes the strategy or fund highly
susceptible to backtest overfitting).

2. Making vague predictions that do not permit rigorous testing and falsification.
3. Misusing probability theory, statistics and stochastic calculus.
4. Suggesting in press reports and promotions that investors can achieve

above-market returns via unsophisticated chart-watching techniques (e.g.
‘technical analysis’, ‘Elliott waves’, etc.).
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5. Using pseudo-mathematical technical jargon: ‘stochastic oscillators’, ‘Fibonacci
ratios’, ‘cycles’, ‘waves’, ‘golden ratios’, ‘parabolic SAR’, ‘pivot point’, ‘mo-
mentum’, etc., none of which has any rigorous scientific basis.

As Jon and the other authors of the ‘Pseudo-mathematics’ paper explained, ‘Our
silence is consent, making us accomplices in these abuses’ [12].

Mathematical Education and Public Communication

Jon’s passion for sharing the joy of mathematical research and communicating this
joy to the public was central to his career. He personally mentored scores of
graduate students, and taught hundreds of others. Many of these students have, in
turn, become notable mathematicians and computer scientists themselves. This
alone would be an achievement worthy of acclaim.

Along this line, Jon specifically selected many of his research topics based on
their potential for public appeal and inspiring students. This is particularly clear
with his interest in p, formulas for p and experimental mathematics in general,
which he saw as a powerful vehicle to convey the excitement of modern mathe-
matics to the younger, tech-savvy crowd, and yet basic enough to be comprehen-
sible even to high school and undergraduate students. The depth of Jon’s personal
engagement with mathematics education, and experimental mathematics as an
educational tool, is explored in great detail in Naomi Simone Borwein and
Judy-anne Heather Osborn’s contribution to this Springer volume.

As mentioned above, Jon was an avid blogger, which again was rooted in his
passion for communicating with students and the public at large. David H. Bailey is
deeply grateful to have been a part of this effort with Jon. Beginning in 2009, when
Bailey and Jon Borwein founded the ‘Math Drudge’ blog [15], he and Bailey
co-authored over 200 articles on a wide range of topics, covering virtually every
facet of modern mathematics, computing and science. A few of the topics they
addressed in these blogs include

1. The psychology of mathematics.
2. Pseudoscience and anti-science.
3. The fallacies of creationism and intelligent design.
4. The sad state of math and science education.
5. Global warming and global warming denial.
6. The computation of p.
7. New developments in physics and cosmology.
8. New developments in computer science.
9. Fermi’s paradox.

10. Artificial intelligence.
11. Computer games versus humans.
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12. Supercomputers.
13. Ancient Indian mathematics.
14. The ancient origins of decimal arithmetic.
15. Moore’s law and the future of mathematics.
16. The discovery of the Higgs boson.
17. New ways to visualize the digits of p.
18. DNA and evolution.
19. Pseudoscience from the political left and right.
20. New energy technologies, including LENR and fusion.
21. Fields medalists, Abel Prize recipients and Breakthrough Prize recipients.

It should be emphasized that although Bailey did most of the actual writing, Jon
personally proposed, co-wrote and co-edited virtually every one of these blogs.
They reflect both his interests and his passions to communicate better with the
public. Some of these blogs were subsequently published in venues such as The
Conversation and The Huffington Post. Such expository writing was an extension of
Jon’s dynamic educational praxis across institutional and popular lines.

Visualization

The title of this volume ‘From analysis to visualization’ might just as easily have
been ‘from visualization to analysis’ to reflect Jonathan’s championship of visu-
alization as an important paradigm for the discovery and dissemination of
mathematics.

Jonathan understood visualization as a powerful tool in the arsenal of both the
mathematical communicator and the experimental mathematician. One of his oft
applied maxims was it is often easier to see something than to explain it in words.
He saw the use of visual tools as a powerful catalyst in triggering our imagination,
revealing patterns and synergies that are otherwise difficult to detect, and often as a
highly efficient and informative way to convey large amounts of information,
insight and understanding.

A random walk on the first 10 billion base 4 digits of p
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A piece of work that employed visualization in a striking and essential way and
that Jonathan found especially pleasing was jointly undertaken with Francisco
Aragón Artacho, David H. Bailey and his brother Peter [16]. They found much of a
number’s nature was beautifully exposed by its footprints when, starting from the
origin, successive digits of its base 4 expansion were used to generate unit steps in a
planar walk. A 0 corresponded to a step to the east, 1 a step north, 2 a step west and
3 a step south. Passage through the spectral hues (red to violet) was employed to
indicate progression along the walk.

In Summary

Jonathan Borwein’s prodigious output in nonlinear analysis and experimental
mathematics is certainly his singular contribution to modern mathematics. But
beyond his technical accomplishments, he was a master of mathematical commu-
nication (his lectures were always paragons of well-organized and visually
appealing mathematics and graphics), mathematical education (part of his interest in
p was to bring the joy of mathematical discovery to students), and in promoting
science, mathematics and computing to the general public. To this end, he wrote
and lectured tirelessly. By one reckoning he presented an average of one talk per
week for decades, and wrote hundreds of articles targeted to the general public. His
death is a loss to all those who treasure modern mathematics, science and clear
thinking.

Berkeley, USA David H. Bailey
London, Canada Naomi Simone Borwein
Canberra, Australia Richard P. Brent
Mawson Lakes, Australia Regina S. Burachik
Callaghan, Australia Judy-anne Heather Osborn
Callaghan, Australia Brailey Sims
Kalamazoo, USA Qiji J. Zhu
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Introduction

Regina S. Burachik and Guoyin Li

Our friend and colleague Jonathan Michael Borwein excelled in an incredibly vast
range of fields: his work spans from pure analysis, functional analysis and maximal
monotone operators, applied optimization, multiobjective optimisation, numerical
and computational analysis, mathematics for high performance computing, proba-
bility theory, andmanymore. Jon’smathematical breadth and his naturally inquisitive
energy makes a unique, fascinating picture, that extends far beyond traditional areas
such as functional analysis and number theory. Hence, it is a challenging (or maybe
impossible) task to sketch the totality of his mathematical works.

On the other hand, many of us know of Jon’s deep interest in analysis and opti-
mization. Indeed, his groundbreaking work in this field has influenced researchers
since the time of his PhD years. Jon’s PhD thesis was on “Optimization with Respect
to Partial Orderings.” Moreover, Jon strongly advocated for convex analysis as a
main driving force for many years, and one of his most influential outputs is his now
classical book “Convex Analysis and Nonlinear Optimization,” jointly written with
Adrian Lewis [1].

Jon made numerous fundamental contributions to the area of Applied Analy-
sis, Optimisation, and Convexity. One particular example is the celebrated result in
nonsmooth analysis and optimisation which is now widely known as the Borwein–
Preiss variational principle [2]: a ubiquitous technique showing that a smooth small
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4 R. S. Burachik and G. Li

perturbation ensures the existence of a minimizer of a possibly nonsmooth func-
tion. Another example is the Barzilai–Borwein method [3], an ingenious and highly
efficient nonmonotone gradient-based minimization algorithm. Interestingly, Jon
explained once to the second author (Guoyin Li) that he invented this method using
insights from his research discoveries in the area of number theory. This is only a
very small sample of the fundamental contributions made by Jon to the field of our
special session, but they give an idea of the fresh and innovative force of his research.
Of course, there are too many of these to fit in a limited space, and we invite the
reader to discover more examples of Jon’s contributions in his personal web pages
at https://carma.newcastle.edu.au/jon/, where most of his beautiful papers and talks
can be found.

At the Jonathan Borwein Commemorative Conference (JBCC), there were 15
speakers from 6 countries, that presented in the area of “Applied Analysis, Opti-
misation, and Convex Functions.” The speakers reflected on how Jon’s research has
greatly influenced theirs.We are honored to have gathered the following contributions
from the participants of the conference to the topic of our session:

• Symmetry and the Monotonicity of Certain Riemann Sums by David Borwein,
JonathanM.Borwein, andBrailey Sims: Thiswas one of the last papers Jonworked
on and exemplifies his experimental approach to mathematical discovery. Given a
function from [0, 1] to the real line, this contribution considers conditions ensuring
the monotonicity of right and left Riemann sums of the function with respect to
uniform partitions. Experimentation is used to study the role of symmetry in these
monotonicity properties. The authors use the results of this paper to obtain nice
applications of Descartes’ rule of signs.

• Risk and Utility in the Duality Framework of Convex Analysis by R. Tyrrell Rock-
afellar: This paper gives a comprehensive survey on how risk and utility are in fact
closely related, using the tools of convex analysis and in particular, the beautiful
and elegant framework of conjugate duality.

• Characterizations of Robust and Stable Duality for Linearly Perturbed Uncertain
Optimization Problems byN.Dinh,M.A.Goberna,M.A. López andM.Volle: This
paper introduces a robust optimizationmodel for an uncertain convex optimization
problem, and discusses new robust and stable duality results between the robust
model problem and its dual problem.

• Comparing Averaged RelaxedCutters and ProjectionMethods: Theory andExam-
ples by R. Díaz Millán, Scott B. Lindstrom, and Vera Roshchina: This paper
presents a convergence analysis of new projection and reflection type methods for
solving convex feasibility problem.

The untimely passing of Jon has deprived us all of a singular and brilliantmind and
an inspirational intellectual leader. We have lost an inspired collaborator, a highly
motivated teacher and a close personal friend. We hope that this section gives a
snapshot of Jon’s research work in this particular field.

https://carma.newcastle.edu.au/jon/
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Symmetry and the Monotonicity of
Certain Riemann Sums

David Borwein, Jonathan M. Borwein and Brailey Sims

This paper is dedicated to the memory and lasting legacy of
Jonathan Borwein, son, friend, and colleague.
It was one of the last papers he worked on and exemplifies his
experimental approach to mathematical discovery.

1 Introduction

For a bounded function f : [0, 1] → R the left and right Riemann sums of f with
respect to the uniform partition Un of [0, 1] into n equal intervals are

σn := σn( f ) = 1

n

n−1∑

k=0

f

(
k

n

)
, and τn := τn( f ) = 1

n

n∑

k=1

f

(
k

n

)
.

Jonathan M. Borwein Passed away suddenly and unexpectedly on 2 August 2016.
Was Laureate Professor and Director of the Centre for Computer-Assisted Research Mathematics
and its Applications at the University of Newcastle, Australia.
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Both are linear functionalswithσn(1) = τn(1) = 1 andσn( f ) − τn( f ) = 1

n
( f (0) −

f (1)). If f is decreasing (increasing) on [0, 1] then σn is the upper (lower), and τn
the lower (upper), Riemann sum of f with respect to Un . And, of course, if f is
Riemann integrable (as it is in either of the above cases) then both σn and τn converge
to

∫ 1
0 f (x)dx (see, for example [1]). Further, for all n,σn( f (1 − x)) = τn( f (x)), so if

f is symmetric about the midpoint of [0, 1]; that is, f (x) = f (1 − x), then τn = σn .
We seek conditions which will ensure the sequence (σn), (τn), or perhaps that

for some other related Riemann sum increases/decreases with n. If for example f is
decreasing then τ2n ≥ τn , so τ2n increases monotonically to

∫ 1
0 f , but how does τn+1

compare to τn?
In the process of producing [2] one of the current authors gave the following

example.

Example 1 (Digital assistance, arctan(1) and a black box) Consider for integer
n > 0 the sum

σn :=
n−1∑

k=0

n

n2 + k2
.

The definition of the Riemann sum means that

lim
n→∞ σn = lim

n→∞

n−1∑

k=0

1

1 + (k/n)2
1

n

=
∫ 1

0

1

1 + x2
dx

= arctan(1). (1)

Even without being able to do this Maple will quickly tell you that

σ1014 = 0.78539816339746 . . .

Now, if you ask for 100 billion terms of most slowly convergent series, a computer
will take a long time. So this is only possible because Maple “knows” the identity

σN = − i

2
� (N − i N ) + i

2
� (N + i N ) + i

2
� (−i N ) − i

2
� (i N )

and has a fast algorithm for computing our new friend the psi (dilogarithm) function
of a complex variable. Now identify(0.78539816339746) yields π

4 .
We can also note that

τn :=
n∑

k=1

n

n2 + k2
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Fig. 1 Difference in the lower Riemann sums for 1
1+x2

is another (lower) Riemann sumconverging to
∫ 1
0

1
1+x2 dx . Indeed,σn − τn = 1

2n > 0.
Moreover, experimentation suggests that σn decreases, and τn increases, to π/4. As
we will see, the validity of this last observation is a consequence of our principal
result. ♦

If we enter “monotonicity of Riemann sums” into Google, one of the first entries
is http://elib.mi.sanu.ac.rs/files/journals/tm/29/tm1523.pdf which is a 2012 article
by Szilárd [4] that purports to show themonotonicity of the two sums for the function

f (x) := 1

1 + x2
.

The paper goes on to prove that if f : [0, 1] → R is concave, or convex, and
decreasing then τn := 1

n

∑n
k=1 f ( kn ) increases and σn := 1

n

∑n−1
k=0 f ( kn ) decreases

to
∫ 1
0 f (x) dx, as n → ∞. Related results for a concave, or convex, and increasing

function follow by applying these results to − f .
All proofs in [4] are based on looking at the rectangles which comprise the dif-

ference between τn+1 and τn as in Figure 1 (or the corresponding difference for σn).
This yields

τn+1( f ) − τn( f ) = 1

n

n∑

k=1

{
(n + 1 − k)

n + 1
f

(
k

n + 1

)
+ k

n + 1
f

(
k + 1

n + 1

)
− f

(
k

n

)}
. (2)

In the easiest case, each bracketed term

δn(k) := (n + 1 − k)

n + 1
f

(
k

n + 1

)
+ k

n + 1
f

(
k + 1

n + 1

)
− f

(
k

n

)

http://elib.mi.sanu.ac.rs/files/journals/tm/29/tm1523.pdf
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has the same sign for all n and 1 ≤ k ≤ n as happens for a function which is concave,
or convex, and decreasing.

But in [4] the author mistakenly asserts this applies for 1/(1 + x2) which has an
inflection point at 1/

√
3. Indeed, the proffered proof flounders at the inequality in

the last line of [4, p. 115] which fails for instance when n = 5 and k = 1. This same
error invalidates the assertion in [4] that the monotonicity of the corresponding σn

can be proved by similar reasoning (left to the reader). Below in Corollary 3 and
Example 2 we supply a correct proof that τn = ∑n

k=1 n/(n2 + k2) increases, but we
are unable as of yet to prove that the corresponding σn decreases.

It appears, however, on checking in a computer algebra system (CAS), that δn(k) +
δn(n − k) ≥ 0 which if rigorously established would repair the hole in the proof. It
also suggests that symmetry may have a role to play.

In our opinion, all of this provides a fine instance of digital assistance in action.
For the convenience of the reader we supply the following proofs of Szilárd’s

theorems. The proofs are basically his but a bit cleaner. The proofs use telescoping
and do not need consideration of the + and − rectangles of Figure 1.

2 Szilárd’s Theorems

Theorem 1 If the function f : [0, 1] → R is concave and decreasing on the interval
[0, 1], then τn( f ) increases and σn( f ) decreases as n increases.

Theorem 2 If the function f : [0, 1] → R is convex and decreasing on the interval
[0, 1], then τn( f ) increases and σn( f ) decreases as n increases.

Before proceeding to the proofs of Theorems 1 and 2 we first give two lemmas.

Lemma 1 If f : [0, 1] → R is concave and decreasing on the interval [0, 1], then
for k = 0, 1, 2, · · · , n

f

(
k + 1

n + 1

)
≥ n − k

n
f

(
k + 1

n

)
+ k

n
f

(
k

n

)
. (3)

Proof Since f is concave on [0, 1] we have
n − k

n
f

(
k + 1

n

)
+ k

n
f

(
k

n

)
≤ f

(
n − k

n
· k + 1

n
+ k

n
· k
n

)

= f

(
nk + n − k

n2

)
. (4)

Due to the monotonicity of f on [0, 1] and the readily verified inequality

nk + n − k

n2
≥ k + 1

n + 1
, (5)
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we have

f

(
k + 1

n + 1

)
≥ f

(
nk + n − k

n2

)
. (6)

Together, inequalities (4) and (6) imply inequality (3). This completes the proof of
the lemma.

Lemma 2 If f : [0, 1] → R is convex and decreasing on the interval [0, 1], then
for k = 0, 1, 2, · · · , n

f

(
k

n

)
≤ n + 1 − k

n + 1
f

(
k

n + 1

)
+ k

n + 1
f

(
k + 1

n + 1

)
. (7)

Proof Since f is convex on [0, 1] we have
n + 1 − k

n + 1
f

(
k

n + 1

)
+ k

n + 1
f

(
k + 1

n + 1

)
≥ f

(
n + 1 − k

n + 1
· k

n + 1
+ k

n + 1
· k + 1

n + 1

)

= f

(
(n + 2)k

(n + 1)2

)
. (8)

Due to the monotonicity of f on [0, 1] and the inequality

(n + 2)k

(n + 1)2
≤ k

n
, (9)

we have

f

(
(n + 2)k

(n + 1)2

)
≥ f

(
k

n

)
. (10)

Together, inequalities (8) and (10) imply inequality (7). This completes the proof of
the lemma. �

Proof of Theorem 1 Since for any constant K we have τn( f + K ) = τn( f ) + K
(and the same for σn), we may suppose without loss in generality that f (1) = 0.
Observe that inequality (3) is equivalent to

1

n + 1
f

(
k + 1

n + 1

)
≥ 1

n
f

(
k + 1

n

)
+ 1

n(n + 1)

(
k f

(
k

n

)

−(k + 1) f

(
k + 1

n

))
, (11)

for which, when we sum both sides from k = 0 to n − 1, the right hand side tele-
scopes to yield

1

n + 1

n−1∑

k=0

f

(
k + 1

n + 1

)
≥ 1

n

n−1∑

k=0

f

(
k + 1

n

)
,
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or equivalently, noting that f (1) = 0,

τn+1( f ) = 1

n + 1

n+1∑

k=1

f

(
k

n + 1

)
≥ 1

n

n∑

k=1

f

(
k

n

)
= τn( f ). (12)

This completes the proof of the first part of Theorem 1. The second part can be
obtained by applying the first part of Theorem 2 (established below) to − f (1 − x).

Proof of Theorem 2 We again suppose without loss in generality that f (1) = 0.
Observe that inequality (7) is equivalent to

1

n
f

(
k

n

)
≤ 1

n + 1
f

(
k

n + 1

)
+ 1

n(n + 1)

(
k f

(
k + 1

n + 1

)

− (k − 1) f

(
k

n + 1

))
, (13)

from which it follows that

τn( f ) = 1

n

n∑

k=1

f

(
k

n

)
≤ 1

n

n−1∑

k=1

f

(
k

n + 1

)
= τn+1( f ). (14)

This completes the first part of the proof of Theorem 2. The second part can be
obtained by applying the first part of Theorem 1 to − f (1 − x).

3 Extensions of Szilárd’s Theorems

Theorem 3 If the function f : [0, 1] → R is convex on the interval [0, c], concave
on [c, 1], and decreasing on [0, 1], then τn( f ) increases and σn( f ) decreases as n
increases.

Proof Define

f1(x) :=
{

f (x) for 0 ≤ x ≤ c

f (c) for c < x ≤ 1,

f2(x) :=
{

f (c) for 0 ≤ x < c

f (x) for c ≤ x ≤ 1.

Observe first that f1(x) is convex and decreasing on [0, 1]. It is convex on [0, 1] since
if 0 ≤ x1 < c < x2 ≤ 1, and 0 < α < 1 then α f1(x1) + (1 − α) f1(x2) = α f (x1) +
(1 − α) f (c) ≥ f (αx1 + (1 − α)c) = f1(αx1 + (1 − α)c) ≥ f1(αx1 + (1 − α)x2).
Likewise, f2(x) is concave and decreasing on [0, 1]. Observe next that f (x) +
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f (c) = f1(x) + f2(x). It follows from Theorems 2 and 1 that τn( f1) and τn( f2)
increase while σn( f1) and σn( f2) decrease. Since τn( f ) + f (c) = τn( f1) + τn( f2)
and σn( f ) + f (c) = σn( f1) + σn( f2), this yields the desired conclusion. �
Note that we cannot hope to have a version of Theorem 3 with convex and concave
interchanged, since for χ[0, 12 ], the characteristic function of the interval [0, 1

2 ],which
is concave on [0, 1

2 ] and convex on [ 12 , 1],we have τ2m−1 + 1
2(m−1) = τ2m = τ2m+1 +

1
2m . However, applying Theorem 3 to − f yields.

Theorem 4 If the function f : [0, 1] → R is concave on the interval [0, c], convex
on [c, 1], and increasing on [0, 1], then τn( f ) decreases and σn( f ) increases as n
increases.

Next, we prove

Theorem 5 If the function f : [0, 1] → R is concave on the interval [0, 1], with
maximum f (c), 0 < c < 1, then

τn( f ) − f (c) − f (0)

n

increases as n increases.

Proof Define f1 and f2 as in the proof of Theorem 3, and note that f1(x) is concave
and increasing on [0, 1] while f2(x) is concave and decreasing on [0, 1]. The con-
cavity of f1 and f2 can be verified by the method used in the proof of Theorem 3.
It follows from Theorem 2 that −σn( f1) decreases and from Theorem 1 that τn( f2)
increases, and hence that

σn( f1) + τn( f2) = τn( f1) − f (c) − f (0)

n
+ τn( f2)

= τn( f ) − f (c) − f (0)

n
+ f (c)

increases as n increases. �
Corollary 1 If the function f : [0, 1] → R is concave on the interval [0, 1] and
symmetric about its midpoint, then

τn( f ) − f (1/2) − f (0)

n

increases as n increases.

3.1 Symmetrisation

The symmetrization of f : [0, 1] → R about x = 1
2 is defined to be



14 D. Borwein et al.

F(x) := Ff (x) = 1

2
( f (x) + f (1 − x)) . (15)

We will make use of Ff throughout the rest of this note and start by observing that
such a symmetrization never destroys convexity or concavity and often improves it.

Example 2 (Concavity of the symmetrization of 1/(1 + x2)) Although the function

f (x) = 1

1 + x2
(16)

is neither convex or concave on [0, 1] its symmetrization,

Ff (x) = x2 − x + 3/2(
x2 + 1

) (
x2 − 2 x + 2

) (17)

is concave.
To establish this we show that F ′′

f (x) ≤ 0 on [0, 1]. Since Ff and hence F ′′
f are

symmetric about 1
2 we need only show this on [ 12 , 1]. Moreover, using the change of

variable x := 1
2 (y + 1) this is equivalent to showing

F ′′
f

(
1

2
(y + 1)

)
≤ 0, for 0 ≤ y ≤ 1. (18)

Now,

F ′′
f

(
1

2
(y + 1)

)
= 8(y8 + 44y6 − 30y4 − 660y2 − 125)

(y2 + 2y + 5)3(y2 − 2y + 5)3
. (19)

The denominator of (19) is always positive while the numerator is a polynomial,
say p(y), that is negative both at y = 0 and y = 1. To show that it is negative
throughout [0, 1] we invoke Descartes’ rule of signs, see http://mathworld.wolfram.
com/DescartesSignRule.html, which tells us that

for a real polynomial p, the number, n(p), of zeros on the positive axis does not exceed the
number of sign changes, s(p), in the nonzero coefficients (in order) and that 2|(n(p) − s(p)).

The coefficients of p(y) change signs only once so Descartes’ rule of signs tells us
that p(y) has at most one positive zero. It follows that p(y) ≤ 0 for all y ∈ (0, 1),
indeed if p(c) > 0 for some 0 < c < 1, then p(y) must have a zero in (0, c) and
another zero in (c, 1). This establishes (18) thus proving that Ff (x) is concave on
[0, 1]. ♦

Another example of a class of functions with a concave symmetrization is
fa : x 	→ e− 1

2 ax
2
, on x ∈ [0, 1]. The functions are themselves only concave for

http://mathworld.wolfram.com/DescartesSignRule.html
http://mathworld.wolfram.com/DescartesSignRule.html
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0 < a ≤ 1, since f ′′
a (x) = a

(
ax2 − 1

)
fa(x), whereas the symmetrization is con-

cave for 0 < a ≤ 4, a fact we invite the reader to verify through an examination of
F ′′

fa
.

4 Monotonicity and Symmetrization

Numerical experiments suggest it is very common for f to be such that τn and σn

exhibit monotonicity but it is harder to find applicable conditions that assure this.
Thus, we seek verifiable conditions that in particular will apply to
f (x) = 1/(1 + x2).Aswill soonbecomeapparent, calculations involving symmetric
(concave) functions lead us naturally to the introduction of the following symmetric
Riemann sum.

For f : [0, 1] → R we define:

λn := λn( f ) = 1

n

n∑

k=0

f

(
k

n

)
− 1

n
f

(
1

2

)
. (20)

For all n ∈ N, λn( f ) is linear and symmetric in that λn( f ) = λn( f (1 − ·)) and so
λn( f ) = λn(Ff ), where Ff is the symmetrization of f .

The term involving f
(
1
2

)
ensures that λn(1) = 1 by making a correction to the

central term(s) of 1
n

∑n
k=0 f

(
k
n

)
; if n is even we simply omit the central term, 1

n f ( 12 ),
while if n is odd we replace the two central terms by 1

n

(
f ( 12 − 1

2n ) − f ( 12 ) + f ( 12+
1
2n )

)
.

Further,

λn( f ) = τn + σn

2
+ 1

2n

(
f (0) + f (1) − 2 f

(
1

2

))
(21)

= σn + 1

n

(
f (1) − f

(
1

2

))
(22)

= τn + 1

n

(
f (0) − f

(
1

2

))
. (23)

As an immediate consequence of (23) and Corollary1 we get.

Theorem 6 (Monotonicity for symmetric concave functions) If the function f :
[0, 1] → R is concave on the interval [0, 1] and symmetric about its midpoint, then
λn( f ) increases with n.

Corollary 2 If the function f : [0, 1] → R has a concave symmetrization and
f (0) > f (1/2), then τn increases with n.

Proof Theorem 6 applies to Ff to show that λn( f ) = λn(Ff ) is increasing and the
conclusion follows from (23). �
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In particular we have.

Corollary 3 (Monotonicity for decreasing functions with a concave
symmetrization) If the function f : [0, 1] → R is decreasing on the interval [0, 1]
and its symmetrization; F f (x) = 1

2 ( f (x) + f (1 − x)) is concave, then τn increases

with n, necessarily to
∫ 1
0 f .

Example 3 (Monotonicity of τn for 1/(1 + x2)) Consider the function f (x) :=
1/(1 + x2) for which

τn :=
n∑

k=1

n

n2 + k2
.

Clearly f is decreasing on [0, 1] and we already observed in Example 2 that its
symmetrization Ff (x) := 1

2 ( f (x) + f (1 − x)) is concave, so Corollary 3 applies
to show that τn is increasing. ♦

Similarly, for fa(x) := e− 1
2 ax

2
we see by calculating f ′

a and F ′′
fa

that τn( fa)
increases with n for all a in the range 0 ≤ a ≤ 4.

Remark 1 (Variations on the theme)
Let f : [0, 1] → R. Noting from their linearity that τn(− f ) = −τn( f ) and sim-

ilarly for σn , and also observing that σn( f (x)) = τn( f (1 − x)), we can deduce the
following variants of the results above.

(i) If f is symmetric and convex, then λn is decreasing. [Apply Theorem 6 to− f .]
(ii) If f (0) < f (1/2) (in particular, if f is increasing) and has a convex symmetriza-

tion, then τn is decreasing. [Apply Corollary 2 to − f .]
(iii) If f (1/2) < f (1) (in particular, if f is increasing) and has a concave sym-

metrization, then σn is increasing. [Apply Corollary 2 to f (1 − x).]
(iv) If f (1/2) > f (1) (in particular, if f is decreasing) and has a convex sym-

metrization, then σn is decreasing. [Apply Corollary 2 to − f (1 − x).]

Since the symmetrization of f is concave (convex) if f is concave (convex) we
observe that Corollary 2 and part (iv) extend the final two theorems in [4]; our
theorems 1 and 2. ♦

5 Analysis of the Function 1
1−bx+x2

As away of highlighting the subtleties in a seemingly innocent question, we finish by
analyzing a one-parameter class of functions to which our results sometimes apply.

We consider the the family of functions

fb : [0, 1] → R, where fb(x) := 1

x2 − bx + 1
(24)
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in the parameter range |b| < 2 so that each fb assumes only positive values.
The symmetrization of fb about 1/2 is

Fb(x) := x2 − x + (3 − b)/2(
x2 − bx + 1

) (
x2 − (2 − b)x + (2 − b)

) . (25)

Then f0(x) = 1/(1 + x2) while f1(x) = F1(x) = 1/(x2 − x + 1). Now F0, F1

and F3/2 are concave on [0, 1], while F−1 is convex and

F2(x) = (1 − x)x + 1/2

(1 − x)2 x2

is convex as an extended value function from [0, 1] into (−∞,∞]. By contrast
F5/4 and F7/4 are neither convex nor concave on the unit interval (for more details
see Remark 2 below).

In passing we compute for |b| < 2 that

∫ 1

0

dx

x2 − bx + 1
= 2√

4 − b2

(
arctan

(
b√

4 − b2

)
+ arctan

(
2 − b√
4 − b2

))
.

When b → −2 we arrive at
∫ 1
0

dx
x2+2x+1 = 1

2 .

With a view to applying Corollary 2 or Corollary 3, we begin by noting that
fb(x) is decreasing on [0, 1] for b ≤ 0 and increasing only for b ≥ 2, however,
fb(0) > fb(1/2) whenever b < 1/2.
We next prove that Fb is concave for 0 ≤ b ≤ 1; again we employ Descartes’ rule

of signs.

Theorem 7 (Concavity of Fb) The function Fb given by (25) is concave on [0, 1]
for 0 ≤ b ≤ 1.

Proof To establish concavity of Fb we show that F ′′
b is negative on [0, 1], see Figure

2 and to do this we need only show its numerator polynomial, nb, is negative, as the
denominator is always positive.1

Further, since Fb and hence F ′′
b are symmetric about 1

2 we need only show this
on [1/2, 1]. Moreover, using the change of variable x := (y + 1)/2 allows us to use
Descartes’ rule of signs to detect roots of nb(x) for x ≥ 1/2 (that is, for y ≥ 0).

Now, the numerator of F ′′
b ((y + 1)/2) is

nb(y) := 24 y8 + 32
(
b2 − 6 b + 11

)
y6 + 48 (2 b − 5)

(
6 b2 − 10 b + 1

)
y4

− 96 (2 b − 5)
(
4 b2 − 2 b − 11

)
(b − 1)2 y2 − 8

(
4 b2 − 6 b − 1

)
(2 b − 5)3 .

(26)

1Note in Figure 2 how much clearer the situation is made by also plotting the horizontal plane.
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Fig. 2 The second derivative of Fb for 0 ≤ b, x ≤ 1.

For 0 < b < 1 the first two terms in (26) are always positive and the final two
are negative, so that irrespective of the sign of the coefficient of y4 (it in fact has
three zeroes, at 5/2 and (5 ± √

19)/6) Descartes’ rule of signs applies to show the
numerator has one positive real zero (including multiplicity). This zero must lie to
the right of the point 1 except for b = 1 when it equals 1, as illustrated in Figure 3.
(Note how close to one the inflection point is for b = 5/4.)

For 0 ≤ b < 1 we have

nb(0) = 8
(
4 b2 − 6 b − 1

)
(5 − 2 b)3 < 0

and
nb(1) = −1024 (b − 2) (b − 1)

(
b3 − 3 b2 + 3

)
< 0.

Thus, when 0 ≤ b ≤ 1 the numerator is nonpositive for y ∈ [−1, 1) and so Fb(x) is
concave on [0, 1]. �

This proof of concavity for Fb was discovered by examining animations of the
behavior of nb and then getting a computer algebra system to provide the requisite
expressions after shifting the symmetry to zero so that Descartes’ rulewas applicable.
Some snapshots of the animation are illustrated in Figure 3. The animation makes it
clear that the solution of nb(y) = 1 decreases monotonically with b.

Remark 2 (Convexity properties throughout the range |b| < 2) In this range the
function provides further interesting applications of Descartes’ rule.

A careful analysis of the coefficients ak of y2k for k = 0, 1, 2, 3 in (26) and of the
signs of nb(0) and nb(1) [see Figure 3 where we plot nb(0) and nb(1) with n0(b) a
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Fig. 3 Graph of nb(y) on [0, 3/2] for b = 3/4 (L), b = 1 (M), and b = 5/4 (R)

Table 1 Table of signs

b [−2, δ−] [δ−, α−] [α−, β−] [β−, γ−] [γ−, 1] [1, α] [α, γ+] [γ+, β+] [β+, δ+] [δ+, 2)

a4 + + + + + + + + + +
a3 + + + + + + + + + +
a2 − − − − + +++ + − − −
a1 + − − − − − − − − +
a0 + + + − − − − − + +
nb(0) + + + − − − − − + +
nb(1) + + − − − + − − − −
# 2 2 2 1 1 1 1 1 2 2

Fb(x) conv conv infl conc conc infl conc conc infl infl

dashed line], coupled with reasoning similar to that in the proof of Theorem 7 allows
us to extend the results of that theorem to the whole parameter range |b| < 2.

The analysis and conclusions are summarized in Table 1, wherein we denote

α− = the negative root of b4 − 3b2 + 3 ≈ −0.8794
α = the smallest positive root of b4 − 3b2 + 3 = 1 + √

3 sin(2π/9) ≈ 1.3473
α+ = the largest root of b4 − 3b2 + 3 ≈ 2.5231
β−, β+ = the roots of 4b2 − 6b − 1 = (3 ± √

13)/3 ≈ −0.1539, 1.6514
γ−, γ+ = the roots of 6b2 − 10b + 1 = (5 ± √

19)/6 ≈ −0.1069, 1.5598
δ−, δ+ = the roots of 4b2 − 2b − 11 = (1 ± √

45)/4 ≈ −1.4271, 1.9271
and
# = the number of positive roots of nb((y + 1)/2)

The conclusion that Fb is convex for −2 < b ≤ α− requires the observation that in
this range nb(x) is negative for values of x > 1, so neither positive root can lie within
the interval [0,1].

Putting all this togetherwe are able to conclude that the sequence τn( fb) is increas-
ing for b ∈ [β−, 1/2] and σn( fb) is decreasing for b ∈ [−2, α−].

A similar analysis in the cases |b| > 2 is left to the interested reader. ♦
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6 Concluding Remarks

The story we have told highlights the many accessible ways that the computer and
the Internet can enrich mathematical research and instruction. The story would be
even more complete if we could also deduce that σn(1/(1 + x2)) was decreasing.
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Risk and Utility in the Duality
Framework of Convex Analysis

R. Tyrrell Rockafellar

1 Preferences Under Uncertainty

Utility functions were developed in economics for the purpose of describing the
preferences of individuals among various bundles of goods. Their basis in axioms
involved choosing between “lotteries” in which the quantities in a bundle would
be obtained with different probabilities. Utility theory, from that angle, was always
connected with preferences under uncertainty, but in more recent times it has been
important also in guiding financial decisions about portfolios of stocks and bonds.
A portfolio put together on a given date at a given cost will have, at a targeted future
date, a monetary value that can be viewed as a random variable. Preferences among
various portfolio choices come down then to preferences among random variables
of returns, and an important approach to that has been to make comparisons in terms
of the expected utility of those returns with respect to a utility function for money.

Utility has not been the only way of looking at preferences in finance, however.
An increasingly popular alternative has been the quantification of the risk inherent in
a random variable, most conveniently oriented in this case not on the attractiveness
of rewards but rather on the distaste for losses. There is by now a well-developed
theory of such quantification, which like utility theory can capture how the attitudes
of one decision-maker may differ from those of another.

Are these two notions, risk and utility, in competition, or do they fit together har-
moniously in some larger pattern? Convex analysis provides a mathematical frame-
work in which they not only fit together but also interact productively. Ben-Tal and
Teboulle [5] were the first to recognize this on a fundamental level, but the subject
has since been pushed into broader territory by Rockafellar and Uryasev in [20].
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Here we offer a consolidated presentation which emphasizes conjugate duality and
provides some new results. Duality famously ties risk to the contemplation of sets
of probability measures instead of just a single specified probability measure, as
first was demonstrated by Artzner et al. in [2]. Our framework is able from that
perspective to coordinate such stochastic ambiguity, as applied to expected utility,
with particular forms of risk, and this is one of the new contributions made here. It
furthermore offers a different perspective on utility which is better suited to compar-
isons to a benchmark than the customary approach in finance, as seen for example
in the treatment in references like the book of Föllmer and Schied [7].

To begin, we have to set the stage with a probability space (�,F , P0), where �

is the set of “scenarios” or “future states” ω, F is a field of subsets of �, and P0
is a probability measure on F . The reason for the subscript 0 is that we will come
to comparing other probability measures P to P0, which itself may in general just
be a nominal choice, perhaps arising empirically or from subjective guesswork. Any
measurable function X : � → IR can be interpreted as a random variable for which
the cumulative distribution function FX from (−∞,∞) → [0, 1] is given by

FX (τ ) = prob[X (ω) ≤ τ ] = P0
[{

ω ∈ �
∣∣ X (ω) ≤ τ

}]
.

The traditional spaces of random variables are

Lp = Lp(�,F , P0) =
{{

X
∣∣ E[|X |p] < ∞}

for 1 ≤ p < ∞,{
X

∣∣ sup |X | < ∞}
for p = ∞,

where the expectation E of a random variable is its integral with respect to the
probability measure P0, and sup refers to the essential supremum of a function. But
which of these might be “best” to work with?

The answer is not simple here because of the usual duality of Lp versus Lq . The
problem is that through consideration of alternative probability measures P we are
led to restricting P to be absolutely continuous with respect to P0 and expressing the
expected value of X with respect to P in terms of the Radon–Nikodym derivative
dP/dP0 as

EP [X ] = E
[
X
dP

dP0

]
=

∫

�

X (ω)
dP

dP0
(ω)dP0(ω). (1)

For X ∈ L1 this dictates restricting P to the class of probability measures such that
dP/dP0 ∈ L∞, which is severe. Embracing the broadest generality in probability
measures by having the derivatives dP/dP0 be inL1, on the other hand, would seem
to limit the random variables X to be essentially bounded, also perhaps not a very
good idea.

In the face of this dilemma, we will follow [20] in taking L2 as the space to work
with, the inner product there being

〈X, Q〉 = E[XQ] =
∫

�

X (ω)Q(ω)dP0(ω).



Risk and Utility in the Duality Framework of Convex Analysis 23

For random variables X ∈ L2, of course, both the mean and variance,

μ(X) = E[X ], σ 2(X) = E[(X − μ(X))2] = E[X2] − E[X ]2,

are well defined and finite; and in fact this characterizes our choice. The probability
measures P that will come into considerations as alternatives to P0 will be those that
are absolutely continuous with respect to P0 and have densities dP/dP0 belonging
to L2. The set of all such density functions forms the “unit simplex” P0 of L2,

P0 = {
Q ∈ L2

∣
∣ Q ≥ 0, E[Q] = 1

}
(2)

= {
dP/dP0 ∈ L2

∣∣ P absolutely continuous w.r.t. P0
}

A sort of misalignment in our topic between minimization and maximization comes
from the orientation of risk toward losses and utility toward gains. This will be
reconciled later by inserting “regret” as an anti-utility, or disutility, suitable for min-
imization instead of maximization, but for now we will proceed just with risk.

2 How Should “Risk” Be Understood?

In thinking of a randomvariable X as standing for loss, or cost, or various other things
that a decision-maker would want to be lower1 rather than higher, with negative
values interpreted as “good,” we come to the idea of quantifying risk as opposed
to uncertainty in a random variable X . Risk definitely is involved with uncertainty,
but there is an important distinction. An example is afforded by a lottery that offers
the loss of $1,000,000 with probability .99 and a loss of $-1 (a reward of $1) with
probability .01. The uncertainty is very small, but the risk of participating in the
lottery, as we are thinking about it here, is nearly $1,000,000.

Definition 1 By a risk quantifier2 we will mean a functional R that assigns to a
random variable X a valueR(X) ∈ (−∞,∞] standing as a surrogate for the “overall
risk” deemed to be present in X .

Some immediate and commonly employed examples are

R(X) = E[X ] = expected loss (“average” loss),

R(X) = sup X = worst-case loss,

R(X) = E[X ] + λσ 2(X) = mean/variance loss with parameter λ > 0,

R(X) = qα(X) = quantile loss at probability level α ∈ (0, 1),

where the α-quantile of X is defined by

1Often people speak of smaller instead of lower, but smaller means “closer to 0,” while lower means
“closer to −∞.”
2The usual terminology in finance is “measure of risk” or “risk measure,” but here we experiment
with trying to avoid conflict with the standard concept of a “measure” in mathematics.
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qα(X) = min
{
τ

∣∣ FX (τ ) ≥ α
}
,

and characterized in probability by

qα(X) ≤ τ ⇐⇒ prob[X > τ ] < 1 − α.

In finance, the quantile loss is called the value-at-risk at the probability level α and
denoted by VaRα(X). A less obvious concept, closely related to to the latter, is

R(X) = qα(X) = superquantile loss at level α ∈ (0, 1),

which was developed as the conditional value-at-risk, CVaRα(X), in [18, 19] in
defining it to be the average of X in its upper α-tail3 but can also be expressed by
the averaging formula4

qα(X) = 1

1 − α

∫ 1

α

qβ(X)dβ

and most valuably by

qα(X) = min
C∈IR

{
C + 1

1 − α
E

[
max{0, X − C}]

}
. (3)

The last is a type of risk formula that will have an important role later in connecting
risk to utility. An interesting feature of the expression in (3) is that the quantile qα(X)

is a value of C that attains the minimum,5 so the same one-dimensional optimization
problem serves to calculate both, and furthermore does sowith no need of delving into
conditional expectations.6 The term “superquantile” as a substitute for “conditional
value-at-risk” was proposed in [14] as being more suitable for applications outside
of finance where “quantile” was already preferred to “value-at-risk.”

Of course, not every functional R would deserve to be called a risk quantifier.
What properties might be required in general, and to what extent do the examples
just given meet the test? This issue was forcefully raised in finance by Artzner et al.
in [2] in a critique of the widespread use of value-at-risk in assessing the safety of
portfolios and in particular banking reserves. They took for the first time an axiomatic

3This is the conditional expectation of X with respect to X exceeding its α-quantile as long as
the probability of X actually equaling its α-quantile is 0. But when that probability is not 0 the
definition involves a more careful interpretation of the α-tail distribution associated with X , as set
forth in [19].
4On the basis of this formula, the concept has been called “average value-at-risk” by Föllmer and
Schied [7].
5In general the argmin set, if not actually a singleton, is a closed interval having the quantile as its
left endpoint.
6The intimate connection between this formula and the very concept of the cumulative distribution
function for a random variable X has been explained in [15].
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approach to risk and argued that a valid quantifier should be coherent in the sense of
satisfying7

(r1) R(X + X ′) ≤ R(X) + R(X ′),
(r2) R(λX) = λR(X) when λ > 0,

(r3) R(X) ≤ R(X ′) when X ≤ X ′,
(r4) R(X + C) = R(X) + C for constants C,

(4)

where X ≤ X ′ means that prob[X > X ′] = 0. For them, axiom (r1) was critical
under the interpretation that R(X) stands for the amount of cash that should be
held in reserve to cover possible losses in a portfolio X . If two portfolios X and
X ′ had R(X + X ′) > R(X) + R(X ′), that would signify that the portfolio obtained
by combining them required more cash in reserve than the uncombined portfolios
and thus was actually riskier. That situation, counter to the virtues of diversification,
is one of the big troubles they identified in value-at-risk, i.e., in using quantiles to
quantify risk. It is not the only trouble, though: quantiles can behave discontinuously,
even inevitably so in the case of a finite probability space, i.e., when � is a finite
discrete set.

Axioms (r1) and (r2) together are equivalent toR being sublinear in the sense that

R
(∑m

i=1
λi Xi

)
≤

∑m

i=1
λiR(Xi ) for λi > 0,

and then, in particular, R is convex. That is where convex analysis was first brought
into risk theory in finance. Axiom (r3) seems utterly desirable, but in fact, it stands
in the way of another practice long followed in portfolio optimization in finance,
namely, concentrating onmean-variance loss criteria.With that, it is actually possible
to have X deemed less risky than X ′ even though the outcomes of X areworse than the
outcomes of X ′ with probability 1!Actually,mean-variance loss does not even satisfy
(r1) or (r2), but that can be remedied by switching to mean-devation loss, obtained
by putting the standard deviation σ(X) in place of the variance σ 2. On the other
hand, it can be questioned whether the linear scaling axiom (r2) is really appropriate,
the suggestion being that the sublinearity (r1)+(r2) might better be replaced by the
direct assumption of convexity.

The ground-breaking coherency axioms (4) were only articulated in [2] for finite-
valued R, no ∞ admitted, and for a finite probability space, in which case the Lp

spaces of random variables are finite-dimensional and differ only in norm (not topol-
ogy). Then the convexity of R coming from the sublinearity in (r1)+(r2) implies
the continuity of R. To cover general probability spaces, however, R(X) should be
allowed to be ∞, with the case of R(X) = sup X being a prime candidate, and then
a topological assumption, namely lower semicontinuity, needs to brought in to serve
in place of the no-longer-automatic continuity.

These reflections on the subject lead to a broader set of axioms:

7They couched their conditions in a context of gains instead of losses, as we express them here.
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(R1) R is lower semicontinuous, possibly taking on ∞,

(R2) R((1 − λ)X + λX ′) ≤ (1 − λ)R(X) + λR(X ′) for λ ∈ (0, 1),

(R3) R(X) ≤ R(X ′) when X ≤ X ′,
(R4) R(C) = C for constants C,

(5)

with (R2) being the explicit assumptionof convexity.Under that convexity the simpler
(and easier to defend) condition (R4) in place of (r4) is actually equivalent to (r4),
cf. [20]. An additional condition to contemplate in the mix as a sharpening of (R4)
is

(R4′) R(X) > E[X ] for nonconstant X, (6)

which is called aversity and insists on a positive “risk premium” being tied to uncer-
tainty. It was first brought up in [21] and turned out to be crucial for the scheme
developed in [20].

Where does this leave us with examples? Mean/variance and mean/deviation fail
(R3) as with (r3), and quantile risk fails (R2) as it previously failed (r1). The “risk
neutral” quantifier R(X) = E[X ] satisfies (R1)–(R4) but lacks the aversity in (R4′).
But superquantile risk andworst-case risk (its limit asα ↗1) satisfy all the conditions.
Another, quite different looking example satisfying all the conditions is

R(X) = log E
[
exp X

] = log-exponential loss,

which, in contrast to the ones justmentioned is truly just convex andnot also sublinear,
i.e., does not have (r1)+(r2). Furthermore any sum

R(X) = λ1R1(X) + · · · + λmRm(X) with λi > 0, λ1 + · · · + λm = 1,

in which each Ri satisfies (R1)–(R4) again satisfies (R1)–(R4), and if at least one Ri

has the aversity in (R4′), then R has it as well.8

For the broad class of risk quantifiers characterized by (R1)–(R4) and maybe also
(R4′), a fundamental issue of convex analysis can be raised, namely, duality. When-
ever we have a convex functional R : L2 → (−∞,∞] that is lower semicontinuous
and 
≡ ∞, the formula

R∗(Q) = supX
{ 〈X, Q〉 − R(X)

}

defines a conjugate convex functional R∗ : L2 → (−∞,∞] that likewise is lower
semicontinuous and 
≡ ∞, and then R∗∗ = R, or in other words,

R(X) = supQ
{ 〈X, Q〉 − R∗(Q)

}
, (7)

8This rule carries over from discrete sums to “continuous sums” with respect to a “weighting
measure,” see [1, 17, 21].
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For our class of risk quantifiers R, what are the conjugates R∗ and what do they tell
us about risk?

The answer is beautifully informative and, in the domain of conjugate duality—
with its extensive catalog of dualization of properties—is a routine exercise to obtain,
although such background was not familiar to researchers in finance. It takes us back
to considering alternative probabilitymeasures P to our nominal probabilitymeasure
P0 in the context of their densities Q = dP/dP0 in the probability simplex P0 in
(2).

Theorem 1 (risk dualization) The class of functionals J on L2 that come up as
conjugates R∗ of risk quantifiers R satisfying (R1)–(R4) is characterized by

(J1) J is lower semicontinuous,

(J2) J((1 − λ)X + λX ′) ≤ (1 − λ)J(X) + λJ(X ′) for λ ∈ (0, 1),

(J3) P0 ⊃ Q = domJ = {
Q

∣∣J(Q) < ∞}
,

(J4) inf
Q∈Q

J(Q) = 0.

The extra condition (R4′) corresponds in this to

(J4′) J(1) = 0 (entailing 1 ∈ Q ), but ∂J(1) contains no nonconstant X.

The subclass consisting of the conjugates R∗ of functionals R which are sublinear
instead of just convex as in (R2) is identified with J being ≡ 0 on domJ . This
subclass thus consists of the functionals J of the form

J = δQ for some nonempty closed convex set Q ⊂ P0, (8)

where δQ denotes, as usual, the indicator ofQ, having the value 0 onQ but∞ outside.

Proof For the most part, these facts are contained in the Envelope Theorem of [20]
and also known elsewhere, but the treatment of (J4) and (J4′) has not been seen
in this form. The equivalence of (J4) with (R4) under conjugacy is obvious from
having R(X) = supQ

{
E[XQ] − J(Q)

}
in taking X = C for a constant C , since

E[CQ] = C . The “1” in (J4′) refers to the constant function 1 as an element of
L2, which is the density dP0/dP0. Since R(X) = supQ

{
E[XQ] − J(Q)

}
, having

J(1) = 0 says in conjunction with (J3) that R(X) ≥ E[X ]. Subgradients of J are
defined by

X ∈ ∂J(Q) ⇐⇒ J(Q′) ≥ J(Q) + 〈X, Q′ − Q〉 = J(Q) + E[XQ′] − E[XQ],

for all Q′, or equivalently through conjugacy, R(X) = E[XQ] − J(Q), so having
X ∈ ∂J(1) with J(1) = 0 amounts to having R(X) = E[X ]. Forbidding this for
nonconstant X corresponds to (R4′). �
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The main revelation here is that selecting a risk quantifier R corresponds in a unique
way through duality to selecting a nonempty convex subset set Q of P0 along with
a nonnegative convex expression J(Q) on Q such that (J4) holds and the level sets{
Q ∈ Q ∣∣J(Q) ≤ c

}
for c ∈ IR are closed.9 In this way, from (7), a representation

of R is obtained in the form

R(X) = sup
Q∈Q

{
E[XQ] − J(Q)

}
(9)

which has a rewarding interpretation in probability. As a subset of the probability
simplex P0 in (2), Q corresponds to a set P of probability measures for which (9)
can be written via (1) as

R(X) = sup
P∈P

{
EP [X ] − J(dP/dP0)

}
. (10)

When R is sublinear, we are in the case of (8) and the representation comes down to

R(X) = sup
Q∈Q

E[XQ] = sup
P∈P

EP [X ]. (11)

Having 1 ∈ Q as in (J4′) translates to having P0 ∈ P, inasmuch as dP/dP0 = 1
means P = P0.

The formula R(X) = supQ∈Q0
E[XQ] for an arbitrary subset Q0 
= ∅ of P0, not

necessarily convex and possibly just finite, still yields a risk quantifier satisfying
(R1)–(R4), and different choices of suchQ0 can give the sameR. But then (11) holds
also for Q being the closed convex hull of Q0, which is uniquely the largest set of
densities Q that can serve in this manner.

Dualization in the form of (11) holding for a closed convex set Q ⊂ P0 is illus-
trated by

R(X) = E[X ] ←→ Q = {1},
R(X) = sup X ←→ Q = P0,

R(X) = qα(X) ←→ Q = {
Q ∈ P0

∣∣ Q ≤ (1 − α)−1}.

An example in the broader picture ofJ not just being an indicator function as in (8) is

R(X) = log E[exp X ] ←→ Q = P0, J(Q) = E[Q log Q] on P0, (12)

with Q(ω) log Q(ω) taken to be 0 when Q(ω) = 0. This is striking because

E[Q log Q] for Q = dP/dP0, (13)

9Extending J from Q to all of L2 by assigning it the value ∞ outside of Q results, under this
closedness condition, in J being lower semicontinuous.
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is theKullback-Leibler distance of P from P0, also known as the relative entropy of P
with respect to P0. Many more examples are available in [20]; see also [17]. Observe
that in the general case of when J is not just an indicator, (J4′) makes J(dP/dP0)
give a sort of penalty related to how far P is from P0; the Kullback-Leibler distance
in (13) is just one illustration of that phenomenon.

The chief lesson in this is that the systematic approach to “risk” as axiomatized
by (R1)–(R4) intrinsically leads through duality to the kind of worst-case analysis
in (10), or more specially (11), in which some collection of probability measures is
brought into action, not just P0, to achieve “robustness.” This brings out a fundamen-
tal connection between risk quantifiers and “robust optimization,” which is a term
that has become popular for problem formulations in which a worst-case expression
is minimized or constrained [3, 4]. In recent years this idea has pursued more specif-
ically under the heading of “distributionally robust optimization” in which special
schemes for constructing collections of alternative probabilitymeasures are explored,
cf. [8, 10, 23].10 The term “stochastic ambiguity” is likewise often used in situations
where multiple probability measures are under consideration. Both distributional
robustness and stochastic ambiguity are therefore at the heart of risk theory. Interest-
ingly, stochastic ambiguity can also enter on a higher level and then be coordinated
with the stochastic ambiguity in risk, as will be seen in Section 4.

3 How Should Utility Be Understood?

Utility theory in economics is traditionally occupiedwith preferences among bundles
of goods, but herewe are focusingonpreferences among scalar randomvariables such
as arise in financial optimization or reliability engineering. We have been looking so
far at loss-oriented random variables X with the idea that X will be preferable to X ′
when, with respect to a risk quantifier R that reflects our interests, R(X) < R(X ′).
In taking up utility, however, we switch to the opposite orientation, signaled here
notationally (to reduce confusion) byY as the symbol for a randomvariable forwhich
we like outcomes to be higher rather than lower. The space of random variables is,
as always, L2 = L2(�,F , P0).

Without yet pinning down any specifics, we can build our discussion around
the notion that a utility quantifier is a possibly extended-real-valued functional U
on L2 which is aimed at aiding decisions by marking Y as preferred to Y ′ when
U(Y ) > U(Y ′). Examples of this already in use will lead us to identifying specific
axioms to place on such U, although an obvious one from the start ought to be
monotonicity: Y ≥ Y ′ should implyU(Y ) ≥ U(Y ′).

The prime example of U to begin with is simple expected utility:

10Researchers in that subject don’t seem aware that it is a branch of the general theory of coherent
measures of risk initiated much earlier in [2].
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U(Y ) = E[u(Y )] =
∫

�

u(Y (ω))dP0(ω), (14)

for a function u : (−∞,∞) → [−∞,∞). Here −∞ has been allowed as a value
of u to cover cases where the natural domain of u is not the whole real line, as
for instance if u(y) = log y or u(y) = √

y; then u is extended by −∞. Clearly we,
should want the utility function u to be nondecreasing since that will lead to the
expected utility being monotone in assigning preferences. What else? In line with
utility theory more generally, we should likely want the set of Y ′ preferred to Y to
be convex. That essentially dictates in (14) that u should be a concave function, and
then U will be concave.

But expected utility as in (14) is not the only approach to utility preferences. We
can turn to stochastic ambiguity to get examples of the kind

U(Y ) = inf
P∈P

EP [u(Y )] = inf
P∈P

E
[
u(Y )

dP

dP0

]
(15)

for a set P of probability measures P that is contemplated as potentially having to
be faced instead of just P0. Clearly this could tie in with the risk ideas at the end
of Section 2, and indeed we will come back to that in Section 4. The point for now
is that (15) presents candidates beyond those in (14) which are definitely worthy of
including in our picture of utility quantifiers.

Still another line of thinking leads to “relative utility” in the sense of comparing
outcomes to some benchmark.11 Thus, there may be some random variable B with
respect to which we are interested in

U(Y ) = E[u(B + Y )] − E[u(B)] = ∫
�
uB(Y (ω), ω)dP0(ω) for

uB(y, ω) = u(B(ω) + y) − u(B(ω)).
(16)

This is not of course covered by (14), because we do not just have a function uB(y)
unless B(ω) is actually a constant b independent of ω.

In (16) we haveU(0) = 0, and that brings up something further. Back in the case
of (14), there is a utility function u, but there is some arbitrariness in choosing it
for getting preferences. The same standards for when Y is preferred to Y ′ would
be captured by selecting any b with u(b) > −∞ and replacing u(y) by ub(y) =
u(b + y) − u(b). Thus, no loss of generality is incurred by supposing in (14) that
u(0) = 0, in which caseU(0) = 0 there as well. Moreover this would transfer to the
setting of stochastic ambiguity in (15).

In this vein of “normalizing” a utility function u, we can also contemplate rescal-
ing, since that too would not affect the preferences coming from it. This can have an
important effect on relating utility to expectation, in connection with already having
u(0) = 0. For instance in the case of u being differentiable at 0, if u′(0) > 0, as
would be natural from the standpoint of monotonicity, we can divide by u by u′(0)

11In finance, for example one might want to compare the gains Y from a portfolio to a well known
stock market index.
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to normalize to having u′(0) = 1. With the concavity then implying u(y) ≤ y for all
y, we thus can arrange that U(Y ) ≤ E[Y ]. Even without differentiability at 0, we
can anyway divide u by some value between its right derivative u′

+(0) and its left
derivative u′

−(0) (which exist in consequence of concavity) to get the same result.
These examples and considerations suggest working, in the random variable

context here, at least, with the following set of conditions on a utility quantifier
U : L2 → [−∞,∞):

(U1) U is upper semicontinuous, possibly taking on − ∞,

(U2) U((1 − λ)Y + λY ′) ≥ (1 − λ)U(Y ) + λU(Y ′) for λ ∈ (0, 1),

(U3) U(Y ) ≥ U(Y ′) when Y ≥ Y ′,
(U4) U(0) = 0,

(17)

with the sometime addition of

(U4′) U(Y ) < E[Y ] for all Y 
= 0. (18)

This perspective on utility differs, of course, from the common one in finance that
mainly focuses on technical features of utility functions, like HARA, which have
more to do with mathematical simplications than expressing true preferences, cf.
[7]. It aims rather at a relative form of utility preferences which, for instance, builds
on (16) for a benchmark return B through dividing also by u′(B(ω)) to achieve (U4’).

Our next step is dualizing the conditions (U1)–(U4) and (U4’). This could be
done while keeping to the concavity in (U2), but it will really be better to revert to
convexity, which entails reverting to the loss-oriented context of random variables X
in Section 2. To this end we set up a one-to-one correspondence between functionals
U and V through the relations

V(X) = U∗(X) := −U(−X), U(Y ) = V∗(Y ) = −V(−Y ), (19)

callingV the regret quantifier associated withU as utility quantifier. The conditions
onU in (17) and (18) translate for its counterpart V : L2 → (−∞,∞] into:

(V 1) V is lower semicontinuous, possibly taking on ∞,

(V 2) V((1 − λ)X + λX ′) ≤ (1 − λ)V(X) + λV(X ′) for λ ∈ (0, 1),

(V 3) V(X) ≥ V(X ′) when X ≥ X ′,
(V 4) V(0) = 0,

(20)

with the sometime addition of

(V 4′) V(X) > E[X ] for all X 
= 0. (21)
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Once more we investigate what happens with these conditions under the conjugacy
relations

V∗(Q) = supX
{ 〈X, Q〉 − V(X)

}
, V(X) = supQ

{ 〈X, Q〉 − V∗(Q)
}
, (22)

A distinction will be that instead of dual elements Q only in the simplex P0, we will
have them in the nonnegative orthant

L2
+ = {

Q ∈ L2
∣∣ Q ≥ 0

}
.

Theorem 2 (regret dualization) The class of functionals K on L2 that come up as
conjugates V∗ of regret quantifiers V satisfying (V1)–(V4) is characterized by

(K1) K is lower semicontinuous,

(K2) K((1 − λ)X + λX ′) ≤ (1 − λ)K(X) + λK(X ′) for λ ∈ (0, 1),

(K3) L2
+ ⊃ M = domK = {

Q
∣∣K(Q) < ∞}

,

(K4) inf
Q∈M

K(Q) = 0.

The extra condition (V4′) corresponds in this to

(K4′) K(1) = 0 (entailing 1 ∈ M ), but ∂K(1) contains no nonzero X.

The subclass consisting of the conjugates V∗ of functionals V which are sublinear
instead of just convex as (V2) is identified with K being ≡ 0 on M. This subclass
thus consists of the functionals K of the form

K = δM for some nonempty closed convex set M ⊂ L2
+.

Proof Conditions (K1) and (K2) merely echo (V1) and (V2) under the conjugacy
between V and K . To confirm that (V3) implies (K3), we note that if Q ∈ M
then supX

{
E[XQ] − V(X)

}
< ∞. Taking c ∈ IR to be the supremum, we in par-

ticular have for any Z ∈ L2+ that V(−Z) ≥ −E[ZQ] − c, but also from (V3)
that V(−Z) ≤ V(0) = 0. Therefore E[ZQ] ≥ −c for all Z ∈ L2+, which requires
Q ∈ L2+. In the other direction, if K satisfies (K3), then from writing the second
formula in (22) as

V(X) = sup
Q∈M

{
E[XQ] − K(Q)

}
(23)

we see thatV(X + Z) ≥ V(X)when Z ∈ L2+, which is (V3). From (23) it is obvious
as well that (K4) corresponds to (V4). To understand (K4′), start by observing that
K(1) = 0 means under conjugacy that supX

{
E[X 1] − V(X)

} = 0, which is the
same as V(X) ≥ E[X ] for all X , with equality holding for X = 0 by (V3). The
subgradient condition means thatV(X) = E[X 1] − K(1) only when X = 0, which
in view of K(1) being 0 ensures that V(X) > E[X ] for all X 
= 0. �
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A particular category to look at more closely in these relationships is expected utility
as in (14) and its regret counterpart. What conditions on the utility function u on
(−∞,∞) make U(Y ) = E[u(Y )] satisfy (U1)–(U4)? It is elementary that this is
true when

(u1) u is upper semicontinuous, possibly taking on − ∞,

(u2) u((1 − λ)y + λy′) ≥ (1 − λ)u(y) + λu(y′) for λ ∈ (0, 1),

(u3) u(y) ≥ u(y′) when y ≥ y′,
(u4) u(0) = 0,

and that (U4′) will be satisfied as well when

(u4′) u(y) < y for all y 
= 0.

Moreover these conditions are not just sufficient but necessary, as seen by considering
constants Y ≡ y.

On the side of regret in place of utility, it all works the same way. Expected regret
takes the form

V(X) = E[v(X)] =
∫

�
v(X (ω))dP0(ω) for a function v : (−∞, ∞) → (−∞, ∞].

The conditions on v that are both necessary and sufficient forV to satisfy (V1)–(V4)
are

(v1) v is lower semicontinuous, possibly taking on ∞,

(v2) v((1 − λ)x + λx ′) ≤ (1 − λ)v(x) + λv(x ′) for λ ∈ (0, 1),

(v3) v(x) ≤ v(x ′) when x ≥ x ′,
(v4) v(0) = 0,

and (V4′) is associated with

(v4′) v(x) > x for all x 
= 0.

On the other hand, the sublinearity ofV corresponds to the sublinearity of v, which
means in the one-dimensional setting and in coordination with (v1)–(v4) that

on (−∞, 0), v is linear with a slope a ≥ 0, while

on (0,∞), v is linear with a slope b ≥ a or v ≡ ∞.
(24)

The pairing ofU and V in (19) corresponds to the pairing of u and v by

v(x) = u∗(x) = −u(−x), u(y) = v∗(y) = −v(−y), (25)
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which is easy to picture because it just means that the graphs of u and v are reflections
of each other across a 45-degree line between the axes of IR2.

Duality betweenV andK = V∗ as in Theorem 2 is easy in this context via [12]:

V(X) = E[v(X)] ⇐⇒ K(Q) = E[k(Q)],
where k(q) = v∗(q) = supx

{
xq − v(x)

}
.

(26)

The conditions on k that correspond to (K1)–(K4) on K are

(k1) k is lower semicontinuous,

(k2) k((1 − λ)X + λX ′) ≤ (1 − λ)k(X) + λk(X ′) for λ ∈ (0, 1),

(k3) k(q) < ∞ =⇒ q ≥ 0,

(k4) inf
q
k(q) = 0.

The extra condition (v4′) corresponds in this to

(k4′) k is differentiable at 1 with k ′(1) = 0,

which in combination with (k4) means that k(1) = 0 and ∂k(1) = {0}. The case of
sublinearV, in which v has the form in (24), corresponds to k being the indicator of
the interval [a, b] ⊂ [0,∞), or as the case may be, [a,∞).

4 Risk Versus Utility

One of our chief goals in this article is to clarify how risk and utility might be
related to each other in our context, and this passage from utility quantifiers U via
(19) to regret quantifiers V and their dualization sheds a lot of light on that. The
regret conditions in (20) and (21) have turned out to be almost identical to the risk
conditions in (5) and (6)! The only difference is seen in having constant/nonconstant
in (R4) and (R4′) versus zero/nonzero in (V4) and (V4′). In the dualizations that is
paralleled by having Q ∈ P0 in the risk case but only Q ∈ L2+ in the regret case.
Those seemingly small distinctions are nevertheless significant and have interesting
consequences which we will explore next.

Theorem 3 (risk from utility or regret) LetV be a regret quantifier satisfying (V1)–
(V4) + (V4′), thus being associated under (19) with a utility quantifierU satisfying
(U1)–(U4) + (U4′). Let

R(X) = inf
C∈IR

{
C + V(X − C)

}
, S(X) = argmin

C∈IR

{
C + V(X − C)

}
. (27)

Then S 
= ∅ and R is a risk quantifier satisfying (R1)–(R4) + (R4′). In this relation-
ship sublinearity for V produces sublinearity for R. The dualizations J = R∗ and
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K = V∗ are moreover tied together by

J(Q) =
{K(Q) if E[Q] = 1,

∞ if E[Q] 
= 1.
(28)

Proof This was established in [20] under an additional assumption on V, but that
assumption was shown to be unnecessary in [16]. �

The rule in (27) provides a vast generalization of the formula (3) for the superquantile
qα(X), in which

qα(X) = min
C∈IR

{
C + Vα(X − C)

}
for Vα(X) = 1

1 − α
E

[
max{0, X}]. (29)

The random variable max{0, X} gives the absolute loss in X , unbalanced by the
desirable outcomes, if any, in which X (ω) < 0. As mentioned earlier, the argmin set
in (29), if not consisting of the quantile qα(X) alone, is a closed interval with that
quantile as its left endpoint. That exemplifies the nonemptiness of the set S in (27).
Note that (29) falls into the case of sublinearity, which on the dual side has J and
K indicators of the sets

Qα = {
Q ∈ P0

∣
∣ Q ≤ (1 − α)−1

}
, Mα = {

Q ∈ L2
+

∣
∣ Q ≤ (1 − α)−1

}
,

which illustrate the rule in (28). An example beyond the sublinear case is furnished
by the log-exponential risk quantifier:

log E[exp X ] = min
C∈IR

{
C + V(X − C)

}
for V(X) = E[exp X − 1],

where the regret quantifier V dualizes to

K(Q) =
{
E[Q log Q − Q] when Q ≥ 0,
∞ otherwise.

A remarkable feature of this choice ofV is that it not only produces log E[exp X ] as
the value of R(X) but also C = log E[exp X ] as the unique minimizing C in S(X).
This is reminiscent of facts about the exponential function, like it being its own
derivative.

The general formula in (27) can be given an appealing interpretation in terms of
the risk of incurring a loss. Through (19) the regret V(X) is a kind of anti-utility
which stands for the overall displeasure in being saddled with the potential losses in
X (with negative losses acting as gains). These losses occur in the future, but it is
possible to account for them to some extent in the present by writing off a selected
amount C of loss as being certain. Then in place of V(X) we have, after the write-
off, only the regret in the reduced random loss variable X − C . We can optimize
by determining a value of C that makes the combination C + V(X − C) as low as
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possible, i.e., C ∈ S. There does exist such C because S 
= ∅. The minimizing C
can be thought of as the amount of compensation that ought to be demanded for
shouldering the obligations represented by X .

Everything in terms of a regret quantifier V can be restated in terms of a utility
quantifier through (19). For instance, (27) can given the form

R∗(Y ) = sup
D∈IR

{
D +U (Y − D)

}
, where R∗(Y ) = −R(−Y ) (30)

in which the C in (27) is replaced by D = −C when X is replaced by Y = −X . The
convexity ofR turns into the concavity ofR∗ and leads in dualization to recasting the
formulas (9), (10), and (11) in terms of minimization. Mathematically this is a trivial
exercise, but the different view in (30) is actually the original one in this subject. It
is how the thinking went with Ben-Tal and Teboulle [5], who called a D giving the
maximum in (30) the optimized certainty equivalent for Y . Their pioneering efforts
only targeted expected utility as in (14), not necessarily “normalized,” but that was
enough to cover the crucial connection with some of the coherent risk quantifiers of
major importance. The widening of the picture to other versions ofU, as facilitated
in treatment by the introduction of “regret” as a reoriented partner to utility, was
carried out in [20].

Without laying out all the parallel details in U-V notation and formulation, we
can take advantage of this prospect to understand more about stochastic ambiguity
as seen by economists in utility terms. This brings us back to examing more closely
utility quantifiers like the one in (15), which concern worst-case expected utility
with respect to some collection of probability measures. In order not to disrupt the
notational scheme for risk and that we have so far put in place, which already is
based through duality on a form of stochastic ambiguity, we shift the formula in (15)
to avoid using P ∈ P and instead incorporate uncertainty in terms of a collection P̄
of probability measures P̄ and the associated set Q̄ of densities Q̄ = d P̄/dP0:

U(Y ) = inf
P̄∈P̄

EP̄ [u(Y )] = inf
Q̄∈Q̄

E[u(Y )Q̄]. (31)

With no loss of generality (passing to the closed convex hull if necessary), we can
suppose in this that Q̄ is a nonempty closed convex subset of the probability simplex
P0. We then have

U(Y ) = −R̄(−u(Y )) = R̄∗(u(Y )) for the risk quantifier R̄(X) = sup
Q̄∈Q̄

E[X Q̄].
(32)

For complete rigor here we need to be sure that the expectations in (31) are well
defined, of course, and that is true because u is concave.12 Fancier versions of stochas-

12The concavity of u implies the existence of an affine function a that majorizes u, and then
u(Y )Q̄ ≤ a(Y )Q̄. For Y ∈ L2 we have a(Y ) ∈ L2. Since Q̄ ∈ L2 as well, we know that a(Y )Q̄
is integrable, giving 〈a(Y ), Q̄〉. Having u(Y )Q̄ bounded above by the integrable function a(Y )Q̄
ensures that the expectation in (31) is well defined as either a real value or −∞. The latter case
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tic ambiguity in utility have been studied in which (31) is replaced by

U(Y ) = inf
P̄∈P̄

{
EP̄ [u(Y )] + c(P̄)

}
(33)

for some function c, or in our density-type formulation,

U(Y ) = inf
Q̄∈Q̄

{
E[u(Y )Q̄] + J̄(Q̄)

}
(34)

for some function J̄ . This type of utility quantifier was introduced by Maccheroni,
Marinacci, and Rustichini [11] for doing a better job at capturing the preferences of
financial decisionmakers; in earlier work of Gilboa and Schmeidler [9] the extra term
was not present. The main thing for us here is that a formula of type (34) fits perfectly
with the ideas of risk and its dualization in Theorem 1 yielding the representations
(9)–(10): we can rewrite (34) in those terms as

U(Y ) = R̄∗(u(Y )) = −R̄(−u(Y )) for R̄(X̄) = sup
Q̄∈Q̄

{
E[X̄ Q̄] − J̄(Q̄)

}
(35)

under the assumption that J̄ satisfies (J1)–(J4) with dom J̄ = Q̄.
Strzalecki [24] has taken special interest in the case of (33) which, expressed as

(34), is
U(Y ) = inf

Q̄∈P0

{
E[u(Y )Q̄] + E[Q̄ log Q̄]}.

The extra term then expresses, for the probability measure P̄ having d P̄/dP0 = Q̄,
the Kullback-Leibler distance of P̄ from P0, or the relative entropy of P̄ with respect
to P0. According to (12) this means that

U(Y ) = R̄∗(u(Y )) = −R̄(−u(Y )) for the risk quantifier R̄(X) = log E[exp X ].
(36)

Two general questions emerge. Do utility quantifiersU defined in themanner of (35),
with (32) and (36) as special cases, satisfy the conditions (U1)–(U4), and possibly
(U4′), that we came up with earlier? And when they do, what can be said about
the risk quantifier R that they produce through the formula in Theorem 3 and its
dualization to J?

In answering these questions we will proceed for convenience in the equivalent
mode of regret instead of utility. This will take advantage of the pairing of the utility
funtion u with a regret function v in (25) and the corresponding pairing of a utility
quantifier U as in (34) with a regret quantifier

V(X) = R̄(v(X)) for R̄(X̄) = sup
Q̄∈Q̄

{
E[X̄ Q̄] − J̄(Q̄)

}
. (37)

occurs if and only if the set
{
ω

∣∣ u(Y (ω))Q̄(ω) = −∞}
has positive measure with respect to P0

(under the usual interpretation that the product of −∞ and 0 is 0).
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Theorem 4 (basic properties of ambiguous expected utility/regret) A regret quanti-
fierV of the form in (37) satisfies (V1)–(V4) as long as the risk quantifier R̄ satisfies
(R1)–(R4) (or its dual counterpart J satisfies (J1)–(J4)) and the underlying regret
function v satisfies (v1)–(v4). It further satisfies (V4′) when R̄ satisfies (R4′) (or
J satisfies (J4′)) and v satisfies (v4′), and then there is associated with V a risk
quantifier R given by (27) as

R(X) = min
C

{
C + R(v(X − C))

}
,

which in turn satisfies (R1)–(R4) + (R4′).
In addition, V is sublinear when R̄ and v are sublinear, and then R is sublinear as
well.

Proof These claims are elementary to verify except for the one about (V4′). If v
satisfies (v4′), we have v(X) ≥ X for any X ∈ L2. Then by (R3) we have R̄(v(X)) ≥
R̄(X). On the other hand, by (R4′) we have R̄(X) ≥ E[X ], with equality holding only
when X is constant. Thus, R̄(v(X)) = E[X ] cannot hold unless X is a constant C ,
in which case we are looking at R̄(v(C)) = C . Since R̄(v(C)) = v(C) by (R4), but
v(C) > C for C 
= 0 by (v4′), this is only possible when C = 0. Thus, R̄(v(X)),
which is V(X), cannot equal E[X ] unless 0, and we have (V4′). The properties
about R come then from applying Theorem 3 in this setting. �

Working our way now toward dualization of the quantifiersV and R in Theorem 4,
we must begin with close scrutiny of the special case of (37), where only a simple
change of P0 to a different probability measure P̄ is involved, so thatV just has the
form:

VQ̄(X) = E[v(X)Q̄] = EP̄ [v(X)] for fixed P̄ and Q̄ = d P̄/dP0. (38)

Under the assumption that v satisfies (v1)–(v4), this is covered by Theorem 4 and
therefore enjoys the dualization in Theorem 2. This would reduce to (25) for the
function k = v∗ satisfying (26) if P̄ = P0, corresponding to Q̄ ≡ 1, but here we
want to allow P̄ to be different from P0.

Lemma 1 For v satisfying (v1)–(v4) and its conjugate k satisfying (k1)–(k4), the
convex functional V∗

Q̄
conjugate to VQ̄ in (38) is

V∗
Q̄(Q) = E[k(Q̄, Q)], where k(q̄, q) =

⎧
⎨

⎩

q̄k(q̄−1q) if q̄ > 0,
0 if q̄ = 0, q = 0,
∞ otherwise,

(39)

and therefore
supQ

{
E[XQ] − E[k(Q̄, Q)]} = VQ̄(X). (40)
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Here, k is a sublinear function on IR × IR for which the lower semicontinuous hull is

cl k(q̄, q) =
⎧
⎨

⎩

q̄k(q̄−1q) if q̄ > 0,
k∞(q) if q̄ = 0,
∞ if q̄ < 0,

where

k∞(q) = lim
t→∞

k(tq)

t
= sup

{
xq

∣∣ v(x) < ∞}
.

Moreover,

supQ
{
E[XQ] − E[cl k(Q̄, Q)]} = VQ̄(X) + δ(X

∣∣ X ≤ b), (41)

where δ(X
∣
∣ X ≤ b) is the indicator of X being ≤ b = sup

{
x

∣
∣ v(x) < ∞}

with
probability 1.

Proof We are dealing in (38) with an integral functional on L2 having the form

X �→
∫

�

f (X (ω), ω)dP0(ω) for f (x, ω) = v(x)Q̄(ω)

and can utilize the rule in [12], according to which the conjugate convex functional
on L2 is

Q �→
∫

�

f ∗(Q(ω), ω)dP0(ω), where f ∗(·, ω) is conjugate to f (·, ω).

The calculus of conjugates in convex analysis gives us

f ∗(q, ω) = sup
x

{
xq − f (x, ω)

} = sup
x

{
xq − Q̄(ω)v(x)

} = [Q̄(ω)v]∗(q).

A further rule about multiplication in [13] says that

[q̄v]∗(q) =
⎧
⎨

⎩

q̄v∗(q̄−1q) if q̄ > 0,
0 if q̄ = 0, q = 0,
∞ otherwise.

Since v∗ = k, this confirms the claim in (39).
The formula then for cl k is well known from convex analysis [13, Corol-

lary 8.5.1]. The conjugate of cl k(0, ·) is then the conjugate of k∞, which is
the indicator of the closure of dom v, namely δ(−∞,b]. (Recall that because v is
nondecreasing and v(0) = 0, the interval comprising dom v is not bounded from
below.) In repeating the earlier integral functional argument to get the conjugate
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of Q �→ ∫
�
g(Q(ω), ω)dP0(ω) for g(q, ω) = cl k(Q̄(ω), q) we get the integral

functional X → ∫
�
g∗(X (ω), ω)dP0(ω) with

g∗(x, ω) =
{
v(x)Q̄(ω) if Q̄(ω) > 0,
δ(∞,b](x) if Q̄(ω) = 0.

However, this is the same as g∗(x, ω) = v(x)Q̄(ω) + δ(−∞,b](x). That yields (41).
�

With this at our disposal we are ready for the broader dualizations.

Theorem 5 (dualizations from ambiguous regret/utility) Under the assumption that
R̄ satisfies (R1)–(R4)+ (R4′) while v satisfies (v1)–(v4)+ (v4′), the regret quantifier
V in (37) has the dual representation

V(X) = sup
Q∈L2+

{
E[XQ] − K0(Q)

}
for K0(Q) = inf

Q̄∈Q̄

{
E[cl k(Q,Q)] + J̄(Q̄)

}

(42)
with k coming from (39), whereK0 is a convex functional onL2, and consequently the
conjugate functional K = V∗ is the lower semicontinuous hull cl K0 of K0. The
risk quantifier R associated with V by Theorem 3 then has the dual representation

R(X) = sup
Q∈P0

{
E[XQ] − K(Q)

}
,

which corresponds to the conjugate functional J = R∗ being K plus the indicator
δ(Q

∣
∣ E[Q] = 1).

Proof From (37) and (38) we have

V(X) = sup
Q̄∈Q̄

{VQ̄(Q) − J̄(Q̄)
}

(43)

where, by the Lemma,VQ̄(X) is given by (40). In fact, in this situation it makes no
difference if we replaceVQ̄(Q) here byVQ̄(X) + δ(X

∣∣ X ≤ b). The reason is that
1 is one of the elements in Q̄ in consequence of (R4′) for R̄ (through its counterpart
(J4′) for J̄), and for that choice of Q̄ one hasVQ̄(Q) = E[v(X)] = ∞ unless v(X) ∈
dom v almost surely, implying v(X) ≤ b almost surely (for b as introduced in the
Lemma). Thus, nothing is changed in (43) if we express VQ̄(Q) by the supremum
in (41) instead of the one in (38). Therefore, in writing (37) as

V(Q) = sup
Q̄∈Q̄

{VQ̄(Q) − J̄(Q̄)
}
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we can replace VQ̄(Q) by the supremum on the left side of (41) and obtain

V(Q) = supQ̄∈Q̄
{
sup
Q

{
E[XQ] − E[ cl k(Q̄, Q)]} − J̄(Q̄)

}

= supQ̄∈Q̄ supQ
{
E[XQ] − E[ cl k(Q̄, Q)]} − J̄(Q̄)

}

= supQ
{
E[XQ] − inf Q̄∈Q̄

{
E[ cl k(Q̄, Q)] + J̄(Q̄)

}}
,

which is (42) since k(q̄, q) = ∞ when q > 0. This says that K∗
0 = V, and there-

fore V∗ = K∗∗
0 = cl K0. The assertion about R follows then from (28) in

Theorem 3. �
Perhaps further analysis, invoking additional assumptions, could do away with the
closure operation, letting K = K0, but we leave that for future work.

An interesting example of the relationships in Theorem 5 can be obtained by
taking v to be the function underlying the α-superquantile,

v(x) = (1 − α)−1 max{0, x}, k(q) = δ[0,(1−α)−1](q), where α ∈ (0, 1).

Then k∞ = δ0, so that there is no difference between cl k and k, with

k(q̄, q) =
⎧
⎨

⎩

0 if q̄ > 0, q̄ ≥ (1 − α)q,

0 if q̄ = 0, q = 0,
∞ otherwise.

This yields in (42) that

K0(Q) = inf
{ J̄(Q̄)

∣∣ Q̄ ≥ (1 − α)Q
}
,

where the condition Q̄ ∈ Q̄ has been omitted as superfluous since it just corresponds
to J̄(Q̄) < ∞.
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Characterizations of Robust and Stable
Duality for Linearly Perturbed Uncertain
Optimization Problems

Nguyen Dinh, Miguel A. Goberna, Marco A. López and Michel Volle

We introduce a robust optimization model consisting in a family of perturbation
functions giving rise to certain pairs of dual optimization problems in which the
dual variable depends on the uncertainty parameter. The interest of our approach
is illustrated by some examples, including uncertain conic optimization and infinite
optimization via discretization. Themain results characterize desirable robust duality
relations (as robust zero-duality gap) by formulas involving the epsilon-minima or the
epsilon-subdifferentials of the objective function. The two extreme cases, namely, the
usual perturbational duality (without uncertainty), and the duality for the supremum
of functions (duality parameter vanishing) are analyzed in detail.

1 Introduction

Duality theory was one of Jonathan Borwein’s favorite research topics. Indeed, 14
of his papers include the term “duality” in their titles. The present article, dedicated
to Jon’s vast contribution to the subject, will refer only to four works of his, all of
these related to optimization problems posed in locally convexHausdorff topological
vector spaces.
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Duality theorems were provided in [3] for the minimum of arbitrary families of
convex programs; the quasi-relative interior constraint qualification was introduced
in [6] in order to obtain duality theorems for various optimization problems where
the standard Slater condition fails; the same CQ was immediately used, in [5], to
obtain duality theorems for convex optimization problems with constraints given
by linear operators having finite-dimensional range together with a conical convex
constraint; finally, quite recently, in [4], duality theorems for the minimization of the
finite sum of convex functions were established, using conditions which involve the
ε-subdifferential of the given functions.

In this paper, we consider a family of perturbation functions

Fu : X × Yu → R∞ := R ∪ {+∞}, with u ∈ U,

and where X and Yu, u ∈ U, are given locally convex Hausdorff topological vector
spaces (briefly, lcHtvs), the index set U is called the uncertainty set of the family,X
is its decision space, and each Yu is a parameter space. Note that our model includes
a parameter space Yu, depending on u ∈ U, which is a novelty with respect to the
“classical” robust duality scheme (see [21] and references therein, where a unique
parameter space Y is considered), allowing us to cover a wider range of applications
including uncertain optimization problems under linear perturbations of the objective
function. The significance of our approach is illustrated along the paper by relevant
cases extracted from deterministic optimization with linear perturbations, uncertain
optimization without perturbations, uncertain conic optimization and infinite opti-
mization. The antecedents of the paper are described in the paragraphs devoted to
the first two cases in Section2.

We associate with each family {Fu : u ∈ U } of perturbation functions correspond-
ing optimization problems whose definitions involve continuous linear functionals
on the decision and the parameter spaces. We denote by 0X , 0∗

X
, 0u, and 0∗

u, the null
vectors of X, its topological dual X∗, Yu, and its topological dual Y ∗

u , respectively.
The optimal value of a minimization (maximization, respectively) problem (P) is
denoted by inf (P) (sup (P)); in particular, we write min (P) (max (P)) whenever the
optimal value of (P) is attained. We adopt the usual convention that inf (P) = +∞
(sup (P) = −∞) when the problem (P) has no feasible solution. The associated opti-
mization problems are the following:

• Linearly perturbed uncertain problems: for each (u, x∗) ∈ U × X∗,

(Pu)x∗ : inf
x∈X
{
Fu(x, 0u) − 〈x∗, x

〉}
.

• Robust counterpart of {(Pu)x∗ }u∈U :

(RP)x∗ : inf
x∈X

{
sup
u∈U

Fu(x, 0u) − 〈x∗, x
〉}

.

Denoting by F∗
u : X∗ × Y ∗

u → R, whereR := R ∪ {±∞}, the Fenchel conjugate
of Fu , namely,
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F∗
u (x∗, y∗

u ) := sup
(x,yu)∈X×Yu

{
〈x∗, x〉 + 〈y∗

u , yu〉 − Fu(x, yu)
}
, (x∗, y∗

u ) ∈ X∗ × Y ∗
u ,

we now introduce the corresponding dual problems:

• Perturbational dual of (Pu)x∗ :

(Du)x∗ : sup
y∗
u∈Y ∗

u

−F∗
u (x∗, y∗

u ).

Obviously,
sup (Du)x∗ ≤ inf (Pu)x∗ ≤ inf (RP)x∗ ,∀u ∈ U.

• Optimistic dual of (RP)x∗ :

(ODP)x∗ sup
(u,y∗

u )∈�

−F∗
u (x∗, y∗

u ),

where� := {(u, y∗
u

) : u ∈ U, y∗ ∈ Y ∗
u

}
is the disjoint union of the spaces Y ∗

u . We
have

sup (ODP)x∗ = sup
u∈U

(Du)x∗ ≤ inf (RP)x∗ .

We are interested in the following desirable robust duality properties:

• Robust duality is said to hold at x∗ if inf (RP)x∗ = sup (ODP)x∗ ,
• Strong robust duality at x∗ means inf (RP)x∗ = max (ODP)x∗ ,
• Reverse strong robust duality at x∗ means min (RP)x∗ = sup (ODP)x∗ ,
• Min-max robust duality at x∗ means min (RP)x∗ = max (ODP)x∗ .

Each of the above desirable properties is said to be stable when it holds for any
x∗ ∈ X∗. The main results of this paper characterize these properties in terms of
formulas involving the ε-minimizers and ε-subdifferentials of the objective function
of the robust counterpart problem (RP)0∗

X
, namely, the function

p := sup
u∈U

Fu(·, 0u).

Theorem 1 characterizes robust duality at a given point x∗ ∈ X∗ as a formula for the
inversemapping of the ε-subdifferential at x∗ without any convexity assumption. The
same is done in Theorem 2 to characterize strong robust duality. In the case, when
a primal optimal solution does exist we give a formula for the exact minimizers of
p − x∗ to characterize dual strong (resp.min-max) robust duality at x∗, seeTheorem3
(resp. Theorem 4). We show that stable robust duality gives rise to a formula for the
ε-subdifferential of p (Theorem 5, see also Theorem 1). The same is done for stable
strong robust duality (Theorem 6). A formula for the exact subdifferential of p
is provided in relation with robust duality at appropriate points (Theorem 7). The
most simple possible formula for the exact subdifferential of p (the so-called Basic



46 N. Dinh et al.

Robust Qualification condition) is studied in detail in Theorem 8. All the results from
Sections1–8 are specified for the two extreme cases (the case with no uncertainty and
the one in absence of perturbations), namely, Cases 1 and 2 in Section2 (for the sake
of brevity, we do not give the specifications for Cases 3 and 4). It is worth noticing
the generality of the mentioned results (as they do not require any assumption on
the involved functions) and the absolute self-containment of their proofs. The use of
convexity in the data will be addressed in a forthcoming paper.

2 Special Cases and Applications

In this section,wemake explicit themeaningof the robust duality of the generalmodel
introduced in Section1, composed by a family of perturbation functions togetherwith
its corresponding optimization problems.We are doing this by exploring the extreme
case with no uncertainty, the extreme case in absence of perturbations, and two other
significant situations. In all these cases, we propose ad hoc families of perturbation
functions allowing to apply the duality results to given optimization problems, either
turning back to variants of well-known formulas for conjugate functions or proposing
new ones.

Let us recall the robust duality formula, inf (RP)x∗ = sup (ODP)x∗ , i.e.,

inf
x∈X supu∈U

{
Fu (x, 0u) − 〈x∗, x

〉} = sup
(u,y∗

u )∈�

−F∗
u

(
x∗, y∗

u

)
. (1)

We firstly study the two extreme cases: the case with no uncertainty and the one with
no perturbations.

Case 1. The case with no uncertainty: Deterministic optimization with linear per-
turbations deals with parametric problems of the form:

(P)x∗ : inf
x∈X
{
f (x) − 〈x∗, x

〉}
,

where f : X → R∞ (i.e., f ∈ (R∞)X ) is the nominal objective function and the
parameter is x∗ ∈ X∗. Taking a singleton uncertainty set U = {u0} , Yu0 = Y and
Fu0 = F such that F (x, 0Y ) = f (x) for all x ∈ X, (1) reads

inf
x∈X
{
F (x, 0Y ) − 〈x∗, x

〉} = sup
y∗∈Y ∗

−F∗ (x∗, y∗) , (2)

which is the fundamental perturbational duality formula [7, 24, 28]. Stable and
strong robust duality theorems are given in [9] (see also [11] and [20] for infinite
optimization problems).

Case 2. The case with no perturbations: Uncertain optimization without perturba-
tions deals with families of problems of the form
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(P)x∗ :
{
inf
x∈X fu(x) − 〈x∗, x〉

}

u∈U
,

where fu ∈ (R∞)X , u ∈ U , and x∗ ∈ X∗. The absence of perturbation is realized by
taking Fu such that Fu(x, yu) = fu(x) for all u ∈ U , x ∈ X and yu ∈ Yu . Assuming
dom fu �= ∅ we have

F∗
u

(
x∗, y∗

u

) =
{
f ∗
u (x∗) , if y∗

u = 0∗
u,

+∞, if y∗
u �= 0∗

u .
(3)

Then (1) writes (
sup
u∈U

fu

)∗
(x∗) = inf

u∈U f ∗
u (x∗), (4)

which amounts, for x∗ = 0∗
X
, to the inf − sup duality in robust optimization, also

called robust infimum (recall that any constrained optimization problem can be
reduced to an unconstrained one by summing up the indicator function of the feasible
set to the objective function):

inf
x∈X supu∈U

fu(x) = sup
u∈U

inf
x∈X fu(x).

Robust duality theorems without perturbations are given in [27] for a special class
of uncertain non-convex optimization problems while [11] provides robust strong
duality theorems for uncertain convex optimization problems which are expressed
in terms of the closedness of suitable sets regarding the vertical axis of X∗× R.

Case 3. Conic optimization problem with uncertain constraints: Consider the
uncertain problem

(P) :
{
inf
x∈X f (x) s.t. Hu(x) ∈ −Su

}

u∈U
,

where, for each u ∈ U , Su is an ordering convex cone in Yu, Hu : X → Yu , and
f ∈ (R∞)X .Denote by S+

u := {y∗
u ∈ Y ∗

u : 〈y∗
u , yu

〉 ≥ 0,∀yu ∈Su
}
the dual cone of Su .

Problems of this type arise, for instance, in the production planning of firms
producing n commodities from uncertain amounts of resources by means of tech-
nologies which depend on the available resources (e.g., the technology differs when
the energy is supplied by either fuel gas or a liquid fuel). The problem associated
with each parameter u ∈ U consists of maximizing the cash-flow c (x1, ..., xn) of
the total production, with xi denoting the production level of the i-th commodity,
i = 1, .., n. The decision vector x = (x1, ..., xn) must satisfy a linear inequality sys-
tem Aux ≤ bu,where thematrix of technical coefficients Au ismu × n and bu ∈ R

mu ,

for some mu ∈ N. Denoting by iRn+ the indicator function of Rn+ (i.e., iRn+(x) = 0,
when x ∈ R

n+, and iRn+(x) = +∞, otherwise), the uncertain production planning
problem can be formulated as
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(P) :
{
inf
x∈Rn

f (x) = −c(x)+iRn+(x) s.t. Aux − bu ∈ −R
mu+

}

u∈U
,

with the space Yu = R
mu depending on the uncertain parameter u.

For each u ∈ U , define the perturbation function

Fu(x, yu) =
{
f (x), if Hu(x) + yu ∈ −Su,
+∞, else.

On the one hand, (RP)0∗
X
collapses to the robust counterpart of (P) in the sense of

robust conic optimization with uncertain constraints:

(RP) : inf
x∈X f (x) s.t. Hu(x) ∈ −Su, ∀u ∈ U.

On the other hand, it is easy to check that

F∗
u (x∗, y∗

u ) =
{(

f + y∗
u ◦ Hu

)∗
(x∗), if y∗

u ∈ S+
u .

+∞, else,

(ODP)0∗
X
is nothing else than the optimistic dual in the sense of uncertain conic

optimization:

(ODP) : sup
u∈U,y∗

u∈S+
u

inf
x∈X
{
f (x) + 〈y∗

u , Hu(x)
〉}

(a special case when Yu = Y , Su = S for all u ∈ U is studied in [12, p. 1097] and
[21]). Thus,

• Robust duality holds at 0∗
X means that inf (RP) = sup (ODP),

• Strong robust duality holds at 0∗
X means that

inf { f (x) : Hu(x) ∈ −Su,∀u ∈ U } = max
u∈U
y∗u∈S+

u

inf
x∈X
{
f (x) + 〈y∗

u , Hu(x)
〉}

.

Conditions for having such an equality are provided in [12, Theorem 6.3], [13,
Corollaries 5, 6], for the particular case Yu = Y for all u ∈ U .

Strong robust duality and uncertain Farkas lemma: We focus again on the case
where Yu = Y and Su = S for all u ∈ U . For a given r ∈ R, let us consider the
following statements:

(i) Hu(x) ∈ −S, ∀u ∈ U =⇒ f (x) ≥ r ,
(ii) ∃u ∈ U, ∃y∗

u ∈ S+ such that f (x) + 〈y∗
u , Hu(x)

〉 ≥ r, ∀x ∈ X.

Then, it is true that the strong robust duality holds at 0∗
X if and only if [(i) ⇐⇒ (i i)]

for each r ∈ R,which can be seen as an uncertain Farkas lemma. For details see [12,
Theorem 3.2] (also [13, Corollary 5 and Theorem 1] ).
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It isworth noticing thatwhen return to problem (P), a given robust feasible solution
x is a minimizer if and only if f (x) ≤ f (x) for any robust feasible solution x . So,
a robust (uncertain) Farkas lemma (with r = f (x̄)) will lead automatically to an
optimality test for (P). Robust conic optimization problems are studied in [2] and [25].
Case 4. Discretizing infinite optimization problems: Let f ∈ (R∞)X and gt ∈
R

X for all t ∈ T (a possibly infinite index set). Consider the set U of non-empty
finite subsets of T, interpreted as admissible perturbations of T, and the parametric
optimization problem

(P) :
{
inf
x∈X f (x) s.t. gt(x) ≤ 0, ∀t ∈ S

}

S∈U
.

Consider the parameter space Ys := R
S (depending on S) and the perturbation func-

tion FS : X × R
S → R∞ such that, for any x ∈ X and μ :=(μs)s∈S ∈RS,

FS (x, μ) =
{
f (x), if gs(x) ≤ −μs, ∀s ∈ S,

+∞, else.

We now interpret the problems associated with the family of function perturbations
{FS : S ∈ U } . One has Y ∗

s = R
S and

F∗
S

(
x∗, λ

) =
⎧
⎨

⎩

(
f +∑

s∈S
λsgs

)∗
(x∗), if λ ∈ R

S+,

+∞, else.

The robust counterpart at 0∗
X ,

(RP)0∗
X

: inf f (x) s.t. gt(x) ≤ 0 for all t ∈ T,

is a general infinite optimization problem while the optimistic dual at 0∗
X is

(ODP)0∗
X

: sup
S∈U,λ∈RS+

{

inf
x∈X

(

f (x) +
∑

s∈S
λsgs(x)

)}

,

or, equivalently, the Lagrange dual of (RP)0∗
X
, i.e.,

(ODP)0X∗ : sup
λ∈R(T )

+

{

inf
x∈X

(

f (x) +
∑

t∈T
λt gt(x)

)}

,

where, for each λ = (λt )t∈T ∈ R
(T )
+ (the subspace of RT formed by the functions λ

whose support, suppλ := {t ∈ T : λt �= 0} , is finite),
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∑

t∈T
λt gt (x) : =

{ ∑

t∈suppλ
λt gt(x), if λ �= 0,

0, if λ = 0.

Following [14, Section8.3], we say that (RP)0∗
X
is discretizable if there exists a

sequence (Sr )r∈N ⊂ U such that

inf (RP)0∗
X

= lim
r

inf { f (x) : gt(x) ≤ 0, ∀t ∈ Sr } , (5)

and it is reducible if there exists S ∈ U such that

inf (RP)0∗
X

= inf { f (x) : gt(x) ≤ 0, ∀t ∈ S} .

Obviously, inf (RP)0∗
X

= −∞ entails that (RP)0∗
X
is reducible which, in turn, implies

that (RP)0∗
X
is discretizable.

Discretizable and reducible problems are important in practice. Indeed, on the one
hand, discretization methods generate sequences (Sr )r∈N ⊂ U satisfying (5) when
(RP)0∗

X
is discretizable; discretization methods for linear and nonlinear semi-infinite

programs have been reviewed in [15, Subsection 2.3] and [23], while a hard infinite
optimization problem has been recently solved via discretization in [22]. On the
other hand, replacing the robust counterpart (a hard semi-infinite program when the
uncertainty set is infinite) of a given uncertainty optimization problem, when it is
reducible, by a finite subproblem allows many times to get the desired tractable
reformulation (see e.g., [1] and [8]).

Example 1 (Discretizing linear infinite optimization problems) Consider the prob-
lems introduced inCase 4 above,with f (·) := 〈c∗, ·〉 and gt (x) := 〈a∗

t , ·
〉− bt ,where

c∗, a∗
t ∈ X∗ and bt ∈ R, for all t ∈ T . Then, (RP)0∗

X
collapses to the linear infinite

programming problem

(RP)0∗
X

: inf
〈
c∗, x

〉
s.t.

〈
a∗
t , x
〉 ≤ bt , ∀t ∈ T,

whose feasible set we denote by A. So, inf (RP)0∗
X

= inf x∈X {〈c∗, x〉 + i A (x)} . We
assume that A �= ∅.

Given S ∈ U and μ, λ ∈RS,

FS (x, μ) =
{ 〈c∗, x〉 , if

〈
a∗
s , x
〉 ≤ bs − μs, ∀s ∈ S,

+∞, else,
(6)

and

F∗
S

(
x∗, λ

) =
{∑

s∈S
λsbs, if

∑

s∈S
λsa∗

s = x∗−c∗ and λs ≥ 0 , ∀s ∈ S,

+∞, else.
(7)

Hence, (ODP)0∗
X
collapses to the so-called Haar dual problem [16] of (RP)0∗

X
,
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(ODP)0∗
X

: sup

⎧
⎨

⎩
−
∑

t∈supp λ

λt bt : −
∑

t∈supp λ

λt a
∗
t =c∗, λ ∈ R

(T )
+

⎫
⎬

⎭
,

i.e.,

sup (ODP)0∗
X

= − inf
S∈U,λ∈RS+

{
∑

s∈S
λsbs :

∑

s∈S
λsa

∗
s = − c∗

}

. (8)

From (8), if inf (RP)0∗
X

= max (ODP)0∗
X

∈ R, then there exist S ∈ U and λ ∈RS+
such that ∑

s∈S
λs
(
a∗
s ,bs
)= − (c∗, inf (RP)0∗

X

)
. (9)

Let AS := {x ∈ X : 〈a∗
s , x
〉 ≤ bs, ∀s ∈ S

}
. Given x ∈ AS, from (9),

0 ≥
∑

s∈S
λs
(〈
a∗
s , x
〉− bs

)= − 〈c∗, x
〉+ inf (RP)0∗

X
.

Since
inf (RP)0∗

X
≤ 〈c∗, x

〉
,∀x ∈ AS,

inf (RP)0∗
X

= inf
{〈
c∗, x

〉 : 〈a∗
s , x
〉 ≤ bs, ∀s ∈ S

}
, (10)

so that (RP)0∗
X
is reducible. Conversely, if (10) holds with inf (RP)0∗

X
∈ R and

cone
{(
a∗
t ,bt
) : t ∈ T

}+ R+
(
0∗
X , 1
)
is weak∗-closed, since inf (RP)0∗

X
≤ 〈c∗, x〉 is

consequence of
{〈
a∗
s , x
〉 ≤ bs, ∀s ∈ S

}
, by the nonhomogeneous Farkas lemma in

lcHtvs [10] and the closedness assumption, there exist λ ∈RS+ and μ∈R+ such that

− (c∗, inf (RP)0∗
X

) =
∑

s∈S
λs
(
a∗
s ,bs
)+μ

(
0∗
X , 1
)
,

which implies that μ = 0 and inf (RP)0∗
X

= max (ODP)0∗
X
. The closedness assump-

tion holds when X is finite dimensional (guaranteeing that any finitely generated
convex cone in X∗ × R is closed). So, as proved in [14, Theorem 8.3], a linear
semi-infinite program (RP)0∗

X
is reducible if and only if (10) holds if and only if

inf (RP)0∗
X

= max (ODP)0∗
X
.

Wenowassume that inf (RP)0∗
X

= sup (ODP)0∗
X

∈ R.By (8), there exist sequences

(Sr )r∈N ⊂ U and (λr )r∈N , with λr∈RSr+ for all r ∈ N, such that

lim
r

inf
λr∈RSr+

{
∑

s∈Sr
λr
sbs :

∑

s∈Sr
λr
sa

∗
s = − c∗

}

= − sup (ODP)0∗
X
.

Denote vr := −∑
s∈Sr

λr
sbs . Then,
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∑

s∈Sr
λs
(
a∗
s ,bs
)= − (c∗, vr

)
, (11)

with limr vr = inf (RP)0∗
X
. Let Ar := {x ∈ X : 〈a∗

s , x
〉 ≤ bs, ∀s ∈ S

r

}
, r ∈ N.

Given x ∈ Ar , from (11),

0 ≥
∑

s∈Sr
λr
s

(〈
a∗
s , x
〉− bs

) = − 〈c∗, x
〉+ vr .

Since vr ≤ 〈c∗, x〉 for all x ∈ Ar ,

vr ≤ inf
{〈
c∗, x

〉 : 〈a∗
s , x
〉 ≤ bs, ∀s ∈ Sr

} ≤ inf (RP)0∗
X
.

Thus,
lim
r

inf
{〈
c∗, x

〉 : 〈a∗
s , x
〉 ≤ bs, ∀s ∈ Sr

} = inf (RP)0∗
X
,

i.e., (RP)0∗
X
is discretizable. Once again, the converse is true in linear semi-infinite

programming [14, Corollary 8.2.1], but not in linear infinite programming.

3 Robust Conjugate Duality

We now turn back to the general perturbation function Fu : X × Yu → R∞, u ∈ U ,
and let� := {(u, y∗

u ) : u ∈ U, y∗
u ∈ Y ∗

u

}
be the disjoint unionof the spacesY ∗

u . Recall
that

(RP)x∗ : inf
x∈X

{
sup
u∈U

Fu (x, 0u) − 〈x∗, x
〉}

, (12)

(ODP)x∗ : sup
(u,y∗

u )∈�

−F∗
u

(
x∗, y∗

u

)
. (13)

Define p ∈ R
X
and q ∈ R

X∗
such that

p := sup
u∈U

Fu(·, 0u) and q := inf
(u,y∗

u)∈�

F∗
u (·, y∗

u ). (14)

One then has
⎧
⎨

⎩

p∗(x∗) = − inf (RP)x∗ , q(x∗) = − sup (ODP)x∗

q∗ = sup
(u,y∗

u)∈�

(
F∗
u

(·, y∗
u

))∗ = sup
u∈U

F∗∗
u (·, 0u) ≤ p, (15)

and hence,

• Weak robust duality always holds
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p∗(x∗) ≤ q∗∗(x∗) ≤ q(x∗), for all x∗ ∈ X∗. (16)

• Robust duality at x∗ means
p∗(x∗) = q(x∗). (17)

Robust duality at x∗ also holds when either p∗(x∗) = +∞ or q(x∗) = −∞.

As an illustration, consider Case 4with linear data, as in Example 1. Then, p (x) =
〈c∗, x〉 + iA (x) , dom p = A, and so

p∗ (0∗
X

) = sup
x∈Rn

(−p (x)) = − inf
x∈Rn

{〈
c∗, x

〉+ iA (x)
} = − inf (RP)0∗

X
.

Similarly, from (7),

q
(
x∗) = inf

S∈U,λ∈RS

{
∑

s∈S
λsbs :

∑

s∈S
λsa

∗
s =x∗ − c∗

}

,

dom q = c∗ + cone
{
a∗
t : t ∈ T

}
and

q
(
0∗
X

) = inf
S∈U,λ∈RS+

{
∑

s∈S
λsbs :

∑

s∈S
λsa

∗
s = − c∗

}

= − sup (ODP)0∗
X
. (18)

3.1 Basic Lemmas

Let us introduce the necessary notations. Given a lcHtvs Z , an extended real-valued

function h ∈ R
Z
, and ε ∈ R+, the set of ε-minimizers of h is defined by

ε − argmin h :=
{ {z ∈ Z : h(z) ≤ inf Z h + ε}, if inf

Z
h ∈ R,

∅, if inf
Z
h /∈ R,

or, equivalently,

ε − argmin h = {z ∈ h−1(R) : h(z) ≤ inf
Z
h + ε}.

Note that ε−argminh �= ∅when inf Z h ∈ R and ε > 0.Various calculus rules involv-
ing ε−argmin have been given in [26].

The ε-subdifferential of h at a point a ∈ Z is the set (see, for instance, [19])
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∂εh(a) :=
{ {z∗ ∈ Z∗ : h(z) ≥ h(a) + 〈z∗, z − a〉 − ε,∀z ∈ Z}, if h(a) ∈ R,

∅, if h(a) /∈ R,

=
{
z∗ ∈ (h∗)−1(R) : h∗(z∗) + h(a) ≤ 〈z∗, a〉 + ε

}
.

It can be checked that if h ∈ R
X
is convex and h(a) ∈ R, then ∂εh(a) �= ∅ for all

ε > 0 if and only if h is lower semi-continuous at a.
The inverse of the set-valued mapping ∂εh : Z ⇒ Z∗ is denoted by Mεh : Z∗ ⇒

Z . For each (ε, z∗) ∈ R+ × Z∗, we have
(
∂εh
)−1

(z∗) =
(
Mεh
)
(z∗) = ε − argmin (h − z∗).

Denoting by ∂εh∗(z∗) the ε-subdifferential of h∗ at z∗ ∈ Z∗, namely,

∂εh∗(z∗) =
{
z ∈ (h∗∗)−1(R) : h∗∗(z) + h∗(z∗) ≤ 〈z∗, z〉 + ε

}
,

where h∗∗(z) := sup
z∗∈Z∗

{〈z∗, z〉 − h∗(z∗)} is the biconjugate of h, we have

(Mεh)(z∗) ⊂ (∂εh∗)(z∗), ∀(ε, z∗) ∈ R+ × Z∗,

with equality if and only if h = h∗∗.
For each ε ∈ R+, we consider the set-valued mapping Sε : X∗ ⇒ X as follows:

Sε(x∗) := {x ∈ p−1(R) : p(x) − 〈x∗, x〉 ≤ −q(x∗) + ε
}
. (19)

If q(x∗) = −∞, then Sε(x∗) = p−1(R). If q(x∗) = +∞, then Sε(x∗) = ∅.

Since p∗ ≤ q, it is clear that

Sε(x∗) ⊂ (Mε p)(x∗), ∀ε ≥ 0, ∀x∗ ∈ X∗. (20)

Lemma 1 Assume that dom p �= ∅. Then, for each x∗ ∈ X∗, the next statements are
equivalent:

(i) Robust duality holds at x∗ , i.e., p∗(x∗) = q(x∗),
(ii) (Mε p) (x∗) = Sε(x∗), ∀ε ≥ 0,
(iii) ∃ε̄ > 0 : (Mε p) (x∗) = Sε(x∗), ∀ε ∈]0, ε̄[.
Proof [(i) ⇒ (ii)] By definition

(Mε p) (x∗) = ε − argmin(p − x∗)
= {x ∈ p−1(R) : p(x) − 〈x∗, x〉 ≤ −p∗(x∗) + ε

}
.

By (i) we thus have (Mε p) (x∗) = Sε(x∗).
[(ii) ⇒ (iii)] It is obviously true.
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[(iii) ⇒ (i)] Since p∗(x∗) ≤ q(x∗), (i) holds if p∗(x∗) = +∞. Moreover, since
dom p �= ∅, one has p∗(x∗) �= −∞. Let now p∗(x∗) ∈ R. In order to get a con-
tradiction, assume that p∗(x∗) �= q(x∗). Then p∗(x∗) < q(x∗) and there exists ε ∈
]0, ε̄[ such that p∗(x∗) + ε < q(x∗). Since inf x∈X {p(x) − 〈x∗, x〉} = −p∗(x∗) ∈
R and ε > 0, we have ε − argmin(p − x∗) �= ∅. Let us pick x ∈ (Mε p)(x∗) =
ε − argmin(p − x∗). By (iii), we have x ∈ Sε(x∗) and

−p∗(x∗) ≤ p(x) − 〈x∗, x〉 ≤ −q(x∗) + ε,

which contradicts p∗(x∗) + ε < q(x∗). �

For each ε ∈ R+, let us introduce now the following set-valued mapping
J ε : U ⇒ X :

J ε(u) := {x ∈ p−1(R) : p(x) ≤ Fu(x, 0u) + ε
}
, (21)

with the aim of making explicit the set Sε(x∗). To this purpose, given ε1, ε2 ∈ R+,
u ∈ U , and y∗

u ∈ Y ∗
u , let us introduce the set-valued mapping A(ε1,ε2)

(u,y∗
u )

: X∗ ⇒ X such
that

A(ε1,ε2)

(u,y∗
u )

(x∗) :=
{
x ∈ J ε1(u) : (x, 0u) ∈ (Mε2Fu)(x

∗, y∗
u )
}
.

Lemma 2 For each x∗ ∈ X∗, ε1, ε2 ∈ R+, u ∈ U, and y∗
u ∈ Y ∗

u , one has

A(ε1,ε2)

(u,y∗
u )

(x∗) ⊂ Sε1+ε2(x∗).

Proof Let x ∈ J ε1(u) be such that (x, 0u) ∈ (Mε2Fu)(x∗, y∗
u ). Then we have

F∗
u (x∗, y∗

u ) ∈ R and Fu(x, 0u) ∈ R. Moreover

Fu(x, 0u) + ε1 ≥ p(x) ≥ Fu(x, 0u) ∈ R,

implying p(x) ∈ R and, by (15),

p(x) − 〈x∗, x〉 ≤ Fu(x, 0u) − 〈x∗, x〉 + ε1 ≤ −F∗
u (x∗, y∗

u ) + ε1 + ε2

≤ −q(x∗) + ε1 + ε2,

that means x ∈ Sε1+ε2(x∗). �

Lemma 3 Assume that
dom Fu �= ∅,∀u ∈ U. (22)

Then, for each x∗ ∈ X∗, ε ∈ R+, η > 0, one has

Sε(x∗) ⊂
⋃

u∈U
y∗u∈Y∗

u

⋃

ε1+ε2=ε+η
ε1≥0, ε2≥0

A(ε1,ε2)

(u,y∗
u )

(x∗).
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Proof Let x ∈ p−1(R) be such that x ∈ Sε(x∗), i.e.,

p(x) − 〈x∗, x〉 ≤ −q(x∗) + ε.

We then have, for any η > 0,

q(x∗) < 〈x∗, x〉 − p(x) + ε + η

and, by definition of q and p, there exist u ∈ U , y∗
u ∈ Y ∗

u such that

F∗
u (x∗, y∗

u ) ≤ 〈x∗, x〉 − p(x) + ε + η ≤ 〈x∗, x〉 − Fu(x, 0u) + ε + η. (23)

Since p(x) ∈ R, F∗
u (x∗, y∗

u ) �= +∞. In fact, by (22), F∗
u (x∗, y∗

u ) ∈ R. Similarly,
Fu(x, 0u) ∈ R. Setting

α1 := p(x) − Fu(x, 0u), α2 := F∗
u (x∗, y∗

u ) + Fu(x, 0u) − 〈x∗, x〉,

we get α1 ∈ R+, α2 ∈ R. Actually α2 ≥ 0 since, by definition of conjugate,

F∗
u (x∗, y∗

u ) = sup
z∈X,yu∈Yu

{〈x∗, z〉 + 〈y∗
u , yu〉 − Fu(z, yu)

}
,

i.e., if z = x and yu = 0u,

F∗
u (x∗, y∗

u ) ≥ 〈x∗, x〉 − Fu(x, 0u),

so that
F∗
u (x∗, y∗

u ) + Fu(x, 0u) − 〈x∗, x〉 ≥ 0.

Then, by (23), 0 ≤ α1 + α2 ≤ ε + η. Consequently, there exist ε1, ε2 ∈ R+ such that
α1 ≤ ε1, α2 ≤ ε2, ε1 + ε2 = ε + η. Now α1 ≤ ε1 means that x ∈ J ε1(u) and α2 ≤ ε2
means that (x, 0u) ∈ (Mε2Fu)(x∗, y∗

u ), and we have x ∈ A(ε1,ε2)

(u,y∗
u )

(x∗). �

For each x∗ ∈ X∗, ε ∈ R+, let us define

Aε(x∗) :=
⋂

η>0

⋃

u∈U
y∗u∈Y∗

u

⋃

ε1+ε2=ε+η
ε1≥0, ε2≥0

A(ε1,ε2)

(u,y∗
u )

(x∗)

=
⋂

η>0

⋃

u∈U
y∗u∈Y∗

u

⋃

ε1+ε2=ε+η
ε1≥0, ε2≥0

{
x ∈ J ε1(u) : (x, 0u) ∈ (Mε2Fu)(x

∗, y∗
u )
}
.
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3.2 Robust Duality

We now can state the main result on characterizations of the robust conjugate duality.

Theorem 1 (Robust duality) Assume that dom p �= ∅. Then for each x∗ ∈ X∗, the
next statements are equivalent:
(i) inf (RP)x∗ = sup (ODP)x∗ ,
(ii) (Mε p) (x∗) = Aε(x∗), ∀ε ≥ 0,
(iii) ∃ε̄ > 0 : (Mε p) (x∗) = Aε(x∗), ∀ε ∈]0, ε̄[.
Proof We firstly claim that if dom p �= ∅ then for each x∗ ∈ X∗, ε ∈ R+, it holds:

Sε(x∗) = Aε(x∗). (24)

Indeed, as dom p �= ∅, (22) holds. It then follows fromLemma 3, Sε(x∗) ⊂ Aε(x∗).
On the other hand, for each η > 0, one has, by Lemma 2,

⋃

u∈U
y∗u∈Y∗

u

⋃

ε1+ε2=ε+η
ε1≥0, ε2≥0

A(ε1,ε2)

(u,y∗
u )

(x∗) ⊂ Sε+η(x∗).

Taking the intersection over all η > 0 we get

Aε(x∗) ⊂
⋂

η>0

Sε+η(x∗) = Sε(x∗),

and (24) follows. Taking into account the fact that (i) means p∗(x∗) = q(x∗), the
conclusions now follows from (24) and Lemma 1. �

For the deterministic optimization problem with linear perturbations (i.e., non-
uncertain case where U is a singleton), the next result is a direct consequence of
Theorem 1.

Corollary 1 (Robust duality for Case 1) Let F : X × Y → R∞ be such that dom
F(·, 0Y ) �= ∅. Then, for each x∗ ∈ X∗, the fundamental duality formula (2) holds,
i.e.,

inf
x∈X
{
F(x, 0Y ) − 〈x∗, x

〉} = sup
y∈Y ∗

−F∗(x∗, y∗),

if and only any if the (equivalent) conditions (ii) or (iii) in Theorem 1 holds, where

Aε(x∗) =
⋂

η>0

⋃

y∗∈Y ∗

{
x ∈ X : (x, 0Y ) ∈ (Mε+ηF

)
(x∗, y∗)

}
. (25)

Proof Let Fu = F : X × Y → R∞, p = F(·, 0Y ). In this case, one has,

J ε(u) = {x ∈ X : F(x, 0Y ) ∈ R} , ∀ε ≥ 0,
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and Aε(x∗) will take the form (25). The conclusion follows from Theorem 1. �

For uncertain optimization problem without perturbations, the following result is a
consequence of Theorem 1.

Corollary 2 (Robust duality for Case 2) Let ( fu)u∈U ⊂ R
X∞ bea family of extended

real-valued functions, p = supu∈U fu be such that dom p �= ∅. Then, for each
x∗ ∈ X∗, the inf − sup duality in robust optimization (4) holds, i.e.,

(
sup
u∈U

fu

)∗
(x∗) = inf

u∈U f ∗
u (x∗)

if and only any of the (equivalent) conditions (ii) or (iii) in Theorem 1 holds, where

Aε(x∗) =
⋂

η>0

⋃

u∈U

⋃

ε1+ε2=ε+η
ε1≥0, ε2≥0

{
J ε1(u) ∩ (Mε2 fu)(x

∗)
}
, (26)

with
J ε1(u) = {x ∈ p−1

(R) : fu(x) ≥ p(x) − ε1}.

Proof Let Fu(x, yu) = fu(x), for all u ∈ U and let p = sup
u∈U

fu . Then, by (21),

J ε(u) = {x ∈ p−1(R) : fu(x) ≥ p(x) − ε
}
, ∀ε ≥ 0. (27)

Moreover, recalling (3), for each u ∈ U such that dom fu �= ∅, (x∗, y∗
u ) ∈ X∗ × Y ∗

u ,
and ε ≥ 0,

(MεFu)
(
x∗, y∗

u

) =
{

(Mε fu) (x∗) , if y∗
u = 0∗

u,

∅, else.
(28)

Finally, for each (x∗, ε) ∈ X∗ × R+,Aε(x∗) takes the formas in (26). The conclusion
now follows from Theorem 1. �

4 Strong Robust Duality

We retain the notations in Section3 and consider the robust problem (RP)x∗ and its
robust dual problem (ODP)x∗ given in (12) and (13), respectively. Let p and q be
the functions defined by (14) and recall the relations in (15), that is,

⎧
⎨

⎩

p∗(x∗) = − inf (RP)x∗ , q(x∗) = − sup (ODP)x∗

q∗ = sup
(u,y∗

u)∈�

(
F∗
u

(·, y∗
u

))∗ = sup
u∈U

F∗∗
u (·, 0u) ≤ p.
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In this section we establish characterizations of strong robust duality at x∗. Recall
that the strong robust duality holds at x∗ means that inf (RP)x∗ = max (ODP)x∗ ,
which is the same as

∃(u, y∗
u ) ∈ � : p∗(x∗) = F∗

u (x∗, y∗
u ).

For this, we need a technical lemma, but firstly, given x∗ ∈ X∗, u ∈ U , y∗
u ∈ Y ∗

u , and
ε ≥ 0, let us introduce the set

Bε
(u,y∗

u )
(x∗) =

⋃

ε1+ε2=ε
ε1�0,ε2�0

A(ε1,ε2)

(u,y∗
u )

(x∗)

=
⋃

ε1+ε2=ε
ε1�0,ε2�0

{
x ∈ J ε1(u) : (x, 0u) ∈ (Mε2Fu)(x

∗, y∗
u )
}
.

Lemma 4 Assume that dom Fu �= ∅, for all u ∈ U, holds and let x∗ ∈ X∗ be such
that

q(x∗) = min
u ∈ U
y∗
u ∈ Y ∗

u

F∗
u (x∗, y∗

u ).

Then there exist u ∈ U, y∗
u ∈ Y ∗

u such that

Sε(x∗) = Bε
(u,y∗

u )
(x∗), ∀ε ≥ 0.

Proof By Lemma 2 we have Bε
(u,y∗

u )
(x∗) ⊂ Sε(x∗). Conversely, let x ∈ Sε(x∗). By

the exactness of q at x∗, there exist u ∈ U and y∗
u ∈ Y ∗

u such that

p(x) − 〈x∗, x〉 ≤ −F∗
u (x∗, y∗

u ) + ε.

Since p(x) ∈ R and dom Fu �= ∅, for all u ∈ U, we have F∗
u (x∗, y∗

u ) ∈ R,
Fu(x, 0u) ∈ R,

(
p(x) − Fu(x, 0u)

)
+
(
Fu(x, 0u) + F∗

u (x∗, y∗
u ) − 〈x∗, x〉

)
≤ ε.

Consequently, there exist ε1 ≥ 0, ε2 ≥ 0 such that ε1 + ε2 = ε,

p(x) − Fu(x, 0u) ≤ ε1 and Fu(x, 0u) + F∗
u (x∗, y∗

u ) − 〈x∗, x〉 ≤ ε2,

that is, x ∈ J ε1(u) and (x, 0u) ∈ (Mε2Fu)(x∗, y∗
u ). Thus, x ∈ A(ε1,ε2)

(u,y∗
u )

(x∗) ⊂
Bε

(u,y∗
u )
(x∗), since ε1 + ε2 = ε. �

Theorem 2 (Strong robust duality) Assume that dom p �= ∅ and let x∗ ∈ X∗. The
next statements are equivalent:
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(i) inf (RP)x∗ = max (ODP)x∗ ,
(ii) ∃u ∈ U, ∃y∗

u ∈ Y ∗
u : (Mε p) (x∗) = Bε

(u,y∗
u )
(x∗),∀ε ≥ 0,

(iii) ∃ε̄ > 0, ∃u ∈ U, ∃y∗
u ∈ Y ∗

u : (Mε p) (x∗) = Bε
(u,y∗

u )
(x∗),∀ε ∈]0, ε̄[.

Proof Observe firstly that (i) means that

p∗(x∗) = q(x∗) = min
u ∈ U
y∗
u ∈ Y ∗

u

F∗
u (x∗, y∗

u ).

As dom p �= ∅, (22) holds, and then by Lemmas 1 and 4, (i) implies the remaining
conditions, which are equivalent to each other, and also that (iii) implies p∗(x∗) =
q(x∗).

We nowprove that (iii) implies q(x∗) = F∗
u (x∗, y∗

u ). Assume by contradiction that
there exists ε > 0 such that q(x∗) + ε < F∗

u (x∗, y∗
u ), and without loss of generality

one can take ε ∈ ]0, ε̄[ , where ε̄ > 0 appeared in (iii). Then, by (iii), (Mε p) (x∗) =
Bε

(u,y∗
u )
(x∗).

Pick x ∈ (Mε p) (x∗) = Bε
(u,y∗

u )
(x∗). Then, there are ε1 ≥ 0, ε2 ≥ 0, ε1 + ε2 = ε,

x ∈ J ε1(u) and (x, 0u) ∈ (Mε2Fu)(x∗, y∗
u ). In other words,

p(x) ≤ Fu(x, 0u) + ε1, (29)

F∗((x∗, y∗
u ) + Fu(x, 0u) ≤ 〈x∗, x〉 + ε2. (30)

It now follows from (29)–(30) that

p∗ (x∗) ≥ 〈x∗, x〉 − p (x) ≥ 〈x∗, x〉 − Fu(x, 0u) − ε1

≥ 〈x∗, x〉 + F∗
u (x∗, y∗

u ) − 〈x∗, x〉 − ε2 − ε1 = F∗
u (x∗, y∗

u ) − ε > q(x∗),

which contradicts the fact that p∗(x∗) = q(x∗). �

In deterministic optimization with linear perturbations we get the next consequence
from Theorem 2.

Corollary 3 (Strong robust duality for Case 1) Let F : X × Y → R∞, p =
F(·, 0Y ), and assume that dom p �= ∅. Then, for each x∗ ∈ X∗, the strong dual-
ity for (P)x∗ in Case 1 holds at x∗, i.e.,

inf
x∈X
{
F (x, 0Y ) − 〈x∗, x

〉} = max
y∗∈Y ∗ −F∗ (x∗, y∗) ,

if and only if one of the (equivalent) conditions (ii) or (iii) in Theorem 2 holds with
Bε

(u,y∗
u )
(x∗) being replaced by

Bε
y∗(x∗) := {x ∈ X : (x, 0Y ) ∈ (MεF)(x∗, y∗)

}
. (31)
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Proof It is worth observing that we are in the non-uncertainty case (i.e., U is a
singleton), and the set Bε

(u,y∗
u )
(x∗) writes as in (31) for each (x∗, y∗) ∈ X∗ × Y ∗,

ε ≥ 0. The conclusion follows from Theorem 2. �

In the non-perturbation case, Theorem 2 gives rise to

Corollary 4 (Strong robust duality for Case 2) Let ( fu)u∈U ⊂ R
X∞, x∗ ∈ X∗, and

p = sup
u∈U

fu such that dom p �= ∅. Then, the robust duality formula

(
sup
u∈U

fu
)∗

(x∗) = min
u∈U f ∗

u (x∗)

holds if and only if one of the (equivalent) conditions (ii) or (iii) in Theorem 2 holds
with Bε

(u,y∗
u )
(x∗) being replaced by

Bε
u(x

∗) :=
⋃

ε1+ε2=ε
ε1�0,ε2�0

(
J ε1(u) ∩ (Mε2 fu)(x

∗)
)
. (32)

Proof Let Fu(x, yu) = fu(x), p = sup
u∈U

fu , and, from (27) and (28) (see the proof of

Corollary 2),

Bε
(u,y∗

u )
(x∗) =

⎧
⎪⎨

⎪⎩

⋃

ε1+ε2=ε
ε1�0,ε2�0

(
J ε1(u) ∩ (Mε2 fu)(x∗)

)
, if y∗

u = 0∗
u,

∅, else,

which in our situation, collapses to the set Bε
u(x

∗) defined by (32). The conclusion
now follows from Theorem 2. �

5 Reverse Strong and Min-Max Robust Duality

Given Fu : X × Yu → (R∞)X for each u ∈ U , p = sup
u∈U

Fu(·, 0u), and x∗ ∈ X∗, we

assume in this section that the problem (RP)x∗ is finite-valued and admits an opti-
mal solution or, in other words, that argmin(p − x∗) = (M0 p)(x∗) �= ∅. For conve-
nience, we set

(Mp)(x∗) := (M0 p)(x∗), S(x∗) := S0(x∗), and

A(x∗) := A0(x∗) =
⋂

η>0

⋃

u∈U
y∗u∈Y∗

u

⋃

ε1+ε2=η
ε1≥0, ε2≥0

{
x ∈ J ε1(u) : (x, 0u) ∈ (Mε2Fu)(x

∗, y∗
u )
}
.

(33)
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Theorem 3 (Reverse strong robust duality) Let x∗ ∈ X∗ be such that
(Mp)(x∗) �= ∅ and let A(x∗) be as in (33). The next statements are equivalent:
(i) min (RP)x∗ = sup (ODP)x∗ ,
(ii) (Mp)(x∗) = A(x∗).

Proof Since (Mp)(x∗) �=∅, dom p �=∅. It follows from Theorem 1 that [(i) =⇒ (ii)].
For the converse, let us pick x ∈ (Mp)(x∗). Then by (ii), for each η > 0 there
exist u ∈ U , y∗

u ∈ Y ∗
u , ε1 ≥ 0, ε2 ≥ 0 such that ε1 + ε2 = η, x ∈ J ε1(u), (x, 0u) ∈

(Mε2Fu)(x∗, y∗
u ) and we have

q(x∗) ≤ F∗
u (x∗, y∗

u ) ≤ 〈x∗, x〉 − Fu(x, 0u) + ε2

≤ 〈x∗, x〉 − p(x) + ε1 + ε2 ≤ p∗(x∗) + η.

Sinceη > 0 is arbitrarywegetq(x∗) ≤ p∗(x∗),which, togetherwith theweakduality
(see (16)), yields q(x∗) = 〈x∗, x〉 − p(x) = p∗(x∗), i.e., (i) holds and we are done.

�

In the deterministic case we obtain from Theorem 3:

Corollary 5 (Reverse strong robust duality for Case 1) Let F : X × Y → R∞,
x∗ ∈ X∗, p = F(·, 0Y ), and

A(x∗) =
⋂

η>0

⋃

y∗∈Y ∗

{
x ∈ X : (x, 0Y ) ∈ (MηF)(x∗, y∗)

}
.

Assume that (Mp)(x∗) �= ∅. Then the next statements are equivalent:
(i) min

x∈X
{F (x, 0Y ) − 〈x∗, x〉} = sup

y∗∈Y ∗
−F∗ (x∗, y∗),

(ii) (Mp)(x∗) = A(x∗).

Corollary 6 (Reverse strong robust duality for Case 2) Let ( fu)u∈U ⊂ R
X∞, p =

sup
u∈U

fu, x∗ ∈ X∗, and

A(x∗) :=
⋂

η>0

⋃

u∈U

⋃

ε1+ε2=η
ε1≥0, ε2≥0

(
J ε1(u) ∩ (Mε2 fu)(x

∗)
)
,

where
J ε1(u) =

{
x ∈ p−1(R) : fu(x) ≥ p(x) − ε1

}
.

Assume that (Mp)(x∗) �= ∅. Then the next statements are equivalent:

(i)
(
sup
u∈U

fu
)∗

(x∗) = inf
u∈U f ∗

u (x∗), with attainment at the first member,

(ii) (Mp)(x∗) = A(x∗).

Now, for each u ∈ U , y∗
u ∈ Y ∗

u , x
∗ ∈ X∗, we set
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J (u) := J 0(u) =
{
x ∈ p−1(R) : Fu(x, 0u) = p(x)

}
,

(MFu)(x
∗, y∗

u ) := (M0Fu)(x
∗, y∗

u ) = argmin
(
Fu − 〈x∗, ·〉 − 〈y∗

u , ·〉
)
,

and

B(u,y∗
u )
(x∗) := B0

(u,y∗
u )
(x∗) =

{
x ∈ J (u) : (x, 0u) ∈ (MFu)(x

∗, y∗
u )
}
. (34)

Theorem 4 (Min-max robust duality) Let x∗ ∈ X∗ be such that (Mp)(x∗) �= ∅.
The next statements are equivalent:

(i) min (RP)x∗ = max (ODP)x∗ ,
(ii) ∃u ∈ U, ∃y∗

u ∈ Y ∗
u : (Mp)(x∗) = B(u,y∗

u )
(x∗),

where B(u,y∗
u )
(x∗) is the set defined in (34).

Proof By Theorem 2 we know that [(i) =⇒ (ii)]. We now prove that [(ii) =⇒ (i)].
Pick x ∈ (Mp)(x∗)which is non-empty by assumption. Then by (ii), x ∈ B(u,y∗

u )
(x∗),

which yields x ∈ J (u) and (x, 0u) ∈ (MFu)(x∗, y∗
u ). Hence,

q(x∗) ≤ F∗
u (x∗, y∗

u ) ≤ 〈x∗, x〉 − Fu(x, 0u)

≤ 〈x∗, x〉 − p(x) ≤ p∗(x∗) ≤ q(x∗),

which means that q(x∗) = F∗
u (x∗, y∗

u ) = 〈x∗, x〉 − p(x) = p∗(x∗) and (i) follows.
�

Corollary 7 (Min-max robust duality for Case 1) Let F : X × Y → R∞, x∗ ∈
X∗, p = F(·, 0Y ), and for each y∗ ∈ Y ∗,

By∗(x∗) :=
{
x ∈ X : (x, 0Y ) ∈ (MF)(x∗, y∗)

}
.

Assume that (Mp)(x∗) �= ∅. The next statements are equivalent:
(i) min

x∈X
{F (x, 0Y ) − 〈x∗, x〉} = max

y∗∈Y ∗ −F∗ (x∗, y∗),

(ii) ∃y∗ ∈ Y ∗: (Mp)(x∗) = By∗(x∗).

Corollary 8 (Min-max robust duality for Case 2) Let ( fu)u∈U ⊂ R
X∞, p= sup

u∈U
fu,

x∗ ∈ X∗, and for each u ∈ U,

Bu(x
∗) := J (u) ∩ (M fu)(x

∗),

where J (u) = {x ∈ p−1(R) : fu(x) = p(x)}. Assume that (Mp)(x∗) �= ∅. Then the
next statements are equivalent:

(i)
(
sup
u∈U

fu
)∗

(x∗) = min
u∈U f ∗

u (x∗), with attainment at the first member,

(ii) ∃u ∈ U: (Mp)(x∗) = Bu(x∗).
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6 Stable Robust Duality

Let us first recall some notations. Given Fu : X × Yu → R∞, u ∈ U,

p = sup
u∈U

Fu(·, 0u) and q = inf
u∈U
y∗
u∈Y ∗

u

F∗
u (·, y∗

u ). Remember that p∗(x∗) ≤ q(x∗) for each

x∗ ∈ X∗. Stable robust dualitymeans that inf (RP)x∗ = sup (ODP)x∗ for all x∗ ∈ X∗,
or equivalently,

p∗(x∗) = q(x∗), ∀x∗ ∈ X∗.

Theorem 1 says that, if dom p �= ∅, then stable robust duality holds if and only if for
each ε ≥ 0 the set-valued mappings Mε p, Aε : X∗ ⇒ X coincide, where, for each
x∗ ∈ X∗,

(Mε p)(x∗) := ε − argmin(p − x∗),

Aε(x∗) :=
⋂

η>0

⋃

u∈U
y∗u∈Y∗

u

⋃

ε1+ε2=ε+η
ε1≥0, ε2≥0

{
x ∈ J ε1(u) : (x, 0u) ∈ (Mε2Fu)(x

∗, y∗
u )
}
.

Consequently, stable robust duality holds if and only if for each ε ≥ 0, the inverse
set-valued mappings

(Mε p)−1, (Aε)−1 : X ⇒ X∗,

coincide. Recall that (Mε p)−1 is nothing but the ε-subdifferential of p at x .
Let us nowmake explicit (Aε)−1. To this end we need to introduce for each ε ≥ 0

the (ε-active indexes) set-valued mapping I ε : X ⇒ U with

I ε(x) =
{{

u ∈ U : Fu(x, 0u) ≥ p(x) − ε
}
, if p(x) ∈ R,

∅, if p(x) /∈ R.
(35)

We observe that I ε is nothing but the inverse of the set-valued mapping J ε : U ⇒ X
defined in (21).

Lemma 5 For each (ε, x) ∈ R+ × X one has

(Aε)−1(x) =
⋂

η>0

⋃

ε1+ε2=ε+η
ε1�0,ε1�0

⋃

u∈I ε1 (x)

projuX∗∂
ε2Fu(x, 0u),

where projuX∗ :X∗ × Y ∗
u −→ X∗ is the projection mapping projuX∗(x∗, y∗

u ) = x∗.

Proof Let (ε, x, x∗) ∈ R+ × X × X∗. One has
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x∗ ∈ (Aε)−1(x) ⇔ x ∈ Aε(x∗)

⇔
{∀η > 0, ∃u ∈ U, ∃y∗

u ∈ Y ∗
u , ∃(ε1, ε2) ∈ R

2+ such that
ε1 + ε2 = ε + η, x ∈ J ε1 (u) and (x, 0u) ∈ (Mε2 Fu)(x∗, y∗

u )

⇔
{∀η > 0, ∃u ∈ U, ∃y∗

u ∈ Y ∗
u , ∃(ε1, ε2) ∈ R

2+ such that

ε1 + ε2 = ε + η, u ∈ I ε1(x), and (x∗, y∗
u ) ∈

(
∂ε2 Fu

)
(x, 0u)

⇔
{∀η > 0, ∃u ∈ U, ∃(ε1, ε2) ∈ R

2+ such that

ε1 + ε2 = ε + η, u ∈ I ε1(x), and x∗ ∈ projuX∗
(
∂ε2 Fu

)
(x, 0u)

⇔ x∗ ∈
⋂

η>0

⋃

ε1+ε2=ε+η
ε1�0,ε1�0

⋃

u∈I ε1 (x)

projuX∗(∂ε2 Fu)(x, 0u).

�

Now, for each (ε, x) ∈ R+ × X , let us set

Cε(x) :=
⋂

η>0

⋃

ε1+ε2=ε+η
ε1�0,ε1�0

⋃

u∈I ε1 (x)

projuX∗(∂
ε2Fu)(x, 0u). (36)

Applying Theorem 1 and Lemma 5 we obtain:

Theorem 5 (Stable robust duality) Assume that dom p �= ∅. The next statements
are equivalent:

(i) inf (RP)x∗ = sup (ODP)x∗ for all x∗ ∈ X∗,
(ii) ∂ε p(x) = Cε(x), ∀(ε, x) ∈ R+ × X,
(iii) ∃ε̄ > 0: ∂ε p(x) = Cε(x), ∀(ε, x) ∈ ]0, ε̄[ ×X.

Corollary 9 (Stable robust duality for Case 1) Let F : X × Y → R∞ be such
that dom F(·, 0Y ) �= ∅. Let projX∗ :X∗ × Y ∗ −→ X∗ be the projection mapping
projX∗(x∗, y∗) = x∗. Then, the next statements are equivalent:

(i) inf
x∈X

{
F(x, 0Y ) − 〈x∗, x〉

}
= sup

y∗∈Y ∗
−F∗(x∗, y∗), ∀x∗ ∈ X∗,

(ii) (∂ε p)(x) =⋂η>0 projX∗(∂ε+ηF)(x, 0Y ), ∀(ε, x) ∈ R+ × X,
(iii) ∃ε̄ > 0: (∂ε p)(x) =⋂η>0 projX∗(∂ε+ηF)(x, 0Y ), ∀(ε, x) ∈]0, ε̄[×X.

Proof Let U = {u0} and F = Fu0 : X × Y → R∞, Y = Yu0 , p = F(·, 0Y ). Then
for each (ε, x) ∈ R+ × X ,

I ε(x) =
{ {u0}, if p(x) ∈ R,

∅, if p(x) /∈ R,

and ⋃

ε1+ε2=ε
ε1�0,ε1�0

⋃

u∈I ε1 (x)

projuX∗(∂
ε2Fu)(x, 0u) = projX∗

(
∂εF
)
(x, 0Y ). (37)
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The conclusion now follows from (36)–(37) and Theorem 5. �

Remark 1 Condition (ii) in Corollary 9 was quoted in [17, Theorem 4.3] for all
(ε, x) ∈]0,+∞[×R, which is equivalent.

Corollary 10 (Stable robust duality for Case 2) Let ( fu)u∈U ⊂ R
X∞, p = sup

u∈U
fu,

and assume that dom p �= ∅. The next statements are equivalent:
(i)
(
sup
u∈U

fu
)∗

(x∗) = inf
u∈U f ∗

u (x∗), ∀x∗ ∈ X∗,

(ii) (∂ε p)(x) = Cε(x), ∀(ε, x) ∈ R+ × X,
(iii) ∃ε̄ > 0: (∂ε p)(x) = Cε(x), ∀(ε, x) ∈]0, ε̄[×X,
where Cε(x) is the set

Cε(x) =
⋂

η>0

⋃

ε1+ε2=ε+η
ε1�0,ε1�0

⋃

u∈I ε1 (x)

(∂ε2 fu)(x), ∀(ε, x) ∈ R+ × X. (38)

Proof Let Fu : X × Yu → R∞ be such that Fu(x, yu) = fu(x) for all u ∈ U . Then
for any (ε, x) ∈ R+ × X ,

I ε(x) =
{{

u ∈ U : fu(x) ≥ p(x) − ε
}
, if p(x) ∈ R,

∅, if p(x) /∈ R,

(∂εFu)(x, 0u) = (∂ε fu)(x) × {0∗
u}, ∀(u, ε, x) ∈ U × R+ × X,

and Cε(x) reads as in (38). The conclusion now follows from Theorem 5. �

7 Stable Strong Robust Duality

We retain all the notations used in the Sections3–6. Given (ε, u) ∈ R+ ×U and
y∗
u ∈ Y ∗

U we have introduced in Section4 the set-valued mapping Bε
(u,y∗

u )
: X∗ ⇒ X

defined by

Bε
(u,y∗

u )
(x∗) =

⋃

ε1+ε2=ε
ε1�0,ε2�0

{
x ∈ J ε1(u) : (x, 0u) ∈ (Mε2Fu)(x

∗, y∗
u )
}
.

Let us now define Bε : X∗ ⇒ X by setting

Bε(x∗) :=
⋃

u∈U
y∗u∈Y∗

u

Bε
(u,y∗

u )
(x∗), ∀x∗ ∈ X∗.
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Lemma 6 For each (ε, x) ∈ R+ × X we have

(Bε)−1(x) =
⋃

ε1+ε2=ε
ε1�0,ε2�0

⋃

u∈I ε1 (x)

projuX∗(∂
ε2Fu)(x, 0u).

Proof x∗ ∈ (Bε)−1(x) means that there exist u ∈ U , y∗
u ∈ Y ∗

u ε1 ≥ 0, ε2 ≥ 0, such
that ε1 + ε2 = ε, x ∈ J ε1(u), and (x, 0u) ∈ (Mε2Fu)(x∗, y∗

u ), or, equivalently, u ∈
I ε1(x), and (x∗, y∗

u ) ∈ (∂ε2Fu)(x, 0u). In other words, there exist u ∈ U , y∗
u ∈ Y ∗

u
such that x ∈ Bε

(u,y∗
u )
(x∗), that is x ∈ Bε(x∗). �

For each ε ≥ 0 let us introduce the set-valued mapping Dε := (Bε)−1. Now Lemma
6 writes

Dε(x) =
⋃

ε1+ε2=ε
ε1�0,ε2�0

⋃

u∈I ε1 (x)

projuX∗(∂
ε2Fu)(x, 0u), ∀(ε, x) ∈ R+ × X. (39)

Note that
Cε(x) =

⋂

η>0

Dε+η(x), ∀(ε, x) ∈ R+ × X, (40)

and that Dε(x) = ∅ whenever p(x) /∈ R.
We now provide a characterization of stable strong robust duality in terms of

ε-subdifferential formulas.

Theorem 6 (Stable strong robust duality) Assume that dom p �= ∅, and let Dε

as in (39). The next statements are equivalent:
(i) inf (RP)x∗ = max (ODP)x∗ = max

u∈U
y∗u∈Y∗

u

−F∗
u (x∗, y∗

u ), ∀x∗ ∈ X∗,

(ii) ∂ε p(x) = Dε(x), ∀(ε, x) ∈ R+ × X.

Proof [(i) =⇒ (ii)] Let x∗ ∈ ∂ε p(x). Then x ∈ (Mε p)(x∗). Since strong robust
duality holds at x∗, Theorem 2 says that there exist u ∈ U , y∗

u ∈ Y ∗
u such that x ∈

Bε
(u,y∗

u )
(x∗) ⊂ Bε(x∗), and finally x∗ ∈ Dε(x) by Lemma 6. Thus ∂ε p(x) ⊂ Dε(x).

Now, let x∗ ∈ Dε(x). By Lemma 6 we have x ∈ Bε(x∗) and there exist u ∈ U ,
y∗
u ∈ Y ∗

u such that x ∈ Bε
(u,y∗

u )
(x∗). By Lemma 2 and the definition of Bε

(u,y∗
u )
(x∗) we

have x ∈ Sε(x∗), and, by (20), x ∈ (Mε p)(x∗) which means that x∗ ∈ ∂ε p(x), and
hence, Dε(x) ⊂ ∂ε p(x). Thus (ii) follows.

[(ii) =⇒ (i)] If p∗(x∗) = +∞ then q(x∗) = +∞ and one has p∗(x∗) =
F∗
u (x∗, y∗

u ) = +∞ for all u ∈ U , y∗
u ∈ Y ∗

u , and (i) holds. Assume that p∗(x∗) ∈ R

and pick x ∈ p−1(R) which is non-empty as dom p �= ∅ and p∗(x∗) ∈ R. Let ε :=
p(x) + p∗(x∗) − 〈x∗, x〉. Then ε ≥ 0 and we have x∗ ∈ ∂ε p(x). By (ii) x ∈ Dε(x)
and hence, there exist ε1 ≥ 0, ε2 ≥ 0, u ∈ U , and y∗

u ∈ Y ∗
u such that ε1 + ε2 = ε,

u ∈ I ε1(x), (x∗, y∗
u ) ∈ (∂ε2Fu)(x, 0u). We have
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q(x∗) ≤ F∗
u (x∗, y∗

u ) ≤ 〈x∗, x〉 − Fu(x, 0u) + ε2

≤ 〈x∗, x〉 − p(x) + ε1 + ε2 = p∗(x∗) (by definition of ε)

≤ q(x∗),

and finally, q(x∗) = F∗
u (x∗, y∗

u ) = p∗(x∗), which is (i). �

Next, as usual, we give two consequences of Theorem 6 for the non-uncertainty and
non-parametric cases.

Corollary 11 (Stable strong duality for Case 1) Let F : X×Y → R∞, p =
F(·, 0Y ), dom p �= ∅. The next statements are equivalent:
(i) inf

x∈X

{
F(x, 0Y ) − 〈x∗, x〉

}
= max

y∗∈Y ∗ −F∗(x∗, y∗), ∀x∗ ∈ X∗,

(ii) ∂ε p(x) = projX∗(∂εF)(x, 0y), ∀(ε, x) ∈ R+ × X.

Proof This is the non-uncertainty case (i.e., the uncertainty set is a singleton) of
the general problem (RP)x∗ , with U = {u0} and Fu0 = F : X × Y → R∞. We have
from (37),

Dε(x) = projX∗(∂εF)(x, 0Y ), ∀(ε, x) ∈ R+ × X. (41)

The conclusion now follows from Theorem 6. �

Corollary 12 (Stable strong duality for Case 2) Let ( fu)u∈U ⊂ R
X∞, p = sup

u∈U
fu,

and dom p �= ∅. The next statements are equivalent:
(i) (sup

u∈U
fu)∗(x∗) = min

u∈U f ∗
u (x∗), ∀x∗ ∈ X∗,

(ii) ∂ε p(x) = Dε(x), ∀(ε, x) ∈ R+ × X, where

Dε(x) =
⋃

ε1+ε2=ε
ε1�0,ε2�0

⋃

u∈I ε1 (x)

(∂ε2 fu)(x), ∀(ε, x) ∈ R+ × X, (42)

and

I ε(x) =
{{

u ∈ U : fu(x) ≥ p(x) − ε
}
if p(x) ∈ R,

∅ if p(x) /∈ R.

Proof In this non-parametric situation, let Fu(x, yu) = fu(x). It is easy to see that
in this case, the set Dε(x) can be expressed as in (42), and the conclusion follows
from Theorem 6. �
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8 Exact Subdifferential Formulas: Robust Basic
Qualification Condition

Given Fu : X × Yu → R∞, u ∈ U , as usual, we let p = sup
u∈U

Fu(·, 0u),
q := inf

(u,y∗
u)∈�

F∗
u (·, y∗

u ). Again, we consider the robust problem (RP)x∗ and its robust

dual problem (ODP)x∗ given in (12) and (13), respectively. Note that the reverse
strong robust duality holds at x∗ means that, for some x̄ ∈ X , it holds

− p∗(x∗) = min (RP)x∗ = sup
u∈U

Fu(x̄, 0u) − 〈x∗, x̄〉
= p(x̄) − 〈x∗, x̄〉 = sup (ODP)x∗ = −q(x∗). (43)

Now, let us set, for each x ∈ X ,

D(x) := D0(x) =
⋃

u∈I (x)
projuX∗(∂Fu)(x, 0u), (44)

C(x) := C0(x) =
⋂

η>0

⋃

ε1+ε2=η
ε1�0,ε2�0

⋃

u∈I ε1 (x)

projuX∗(∂
ε2Fu)(x, 0u), (45)

where I ε1(x) is defined as in (35) and

I (x) :=
{ {u ∈ U : Fu(x, 0u) = p(x)} , if p(x) ∈ R,

∅, if p(x) /∈ R.
(46)

Lemma 7 For each x ∈ X, it holds

D(x) ⊂ C(x) ⊂ ∂p(x).

Proof The first inclusion is easy to check. Now let x∗ ∈ C(x). For each η > 0 there
exist (ε1, ε2) ∈ R

2+, u ∈ I ε1(x), and y∗
u ∈ Y ∗

u such that ε1 + ε2 = η and (x∗, y∗
u ) ∈

(∂ε2Fu)(x, 0u). We then have F∗
u (x∗, y∗

u ) + Fu(x, 0u) − 〈x∗, x〉 ≤ ε2, p(x) ≤
Fu(x, 0u) + ε1 (as u ∈ I ε1(x)), and p∗(x∗) ≤ q(x∗) ≤ F∗

u (x∗, y∗
u ). Consequently,

p∗(x∗) + p(x) − 〈x∗, x〉 ≤ F∗
u (x∗, y∗

u ) + Fu(x, 0u) + ε1 − 〈x∗, x〉 ≤ ε1 + ε2 = η.

Since η > 0 is arbitrary we get p∗(x∗) + p(x) − 〈x∗, x〉 ≤ 0, which means that
x∗ ∈ ∂p(x). The proof is complete. �

Theorem 7 Let x ∈ p−1(R) and C(x) be as in (45). The next statements are equiv-
alent:
(i) ∂p(x) = C(x),
(ii) Reverse strong robust duality holds at each x∗ ∈ ∂p(x),
(iii) Robust duality holds at each x∗ ∈ ∂p(x).
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Proof [(i) =⇒ (ii)] Let x∗ ∈ ∂p(x). We have x∗ ∈ C(x) = (A)−1(x) (see Lemma
5 with ε = 0). Then x ∈ A(x∗) = S(x∗) (see (24) with ε = 0), and therefore,

−p∗(x∗) ≤ p(x) − 〈x∗, x〉 ≤ −q(x∗) ≤ −p∗(x∗),

−p∗(x∗) = min
z∈X {p(z) − 〈x∗, z〉} = p(x) − 〈x∗, x〉 = −q(x∗),

that means that reverse strong robust duality holds at x∗ (see (43)).
[(ii) =⇒ (iii)] is obvious.
[(iii) =⇒ (i)] By Lemma 7 it suffices to check that the inclusion “⊂” holds. Let
x∗ ∈ ∂p(x). We have x ∈ (Mp)(x∗). Since robust duality holds at x∗, Theorem 1
(with ε = 0) says that x ∈ A(x∗). Thus, x∗ ∈ A−1(x), and, by Lemma 5, x∗ ∈ C(x).

�

In the deterministic and the non-parametric cases, we get the next results from
Theorem 7.

Corollary 13 Let F : X × Y → R∞, p = F(·, 0Y ), and x ∈ p−1(R). The next
statements are equivalent:
(i) ∂p(x) = ⋂

η>0
projX∗(∂ηF)(x, 0Y ),

(ii) min
z∈X

{
F(z, 0Y ) − 〈x∗, x〉

}
= sup

y∗∈Y ∗
−F∗(x∗, y∗), ∀x∗ ∈ ∂p(x),

(iii) inf
z∈X

{
F(z, 0Y ) − 〈x∗, x〉} = sup

y∗∈Y ∗
−F∗(x∗, y∗), ∀x∗ ∈ ∂p(x).

Proof Let Fu = F : X × Y → R∞ and p = F(·, 0Y ). We then have

C(x) =
⋂

η>0

projX∗(∂ηF)(x, 0Y ), ∀x ∈ X,

(see Corollary 9) and the conclusion follows directly from Theorem 7. �

Corollary 14 Let ( fu)u∈U ⊂ R
X∞, p = sup

u∈U
fu, x ∈ p−1(R). The next statements are

equivalent:

(i) ∂

(
sup
u∈U

fu

)
(x) = C(x),

(ii) max
z∈X

{
〈x∗, z〉 − p(z)

}
= inf

u∈U f ∗
u (x∗), ∀x∗ ∈ ∂p(x),

(iii)

(
sup
u∈U

fu

)∗
(x∗) = inf

u∈U f ∗
u (x∗), ∀x∗ ∈ ∂p(x),

where
C(x) =

⋂

η>0

⋃

ε1+ε2=η
ε1�0,ε2�0

⋃

u∈I ε1 (x)

projuX∗(∂
ε2 fu)(x),∀x ∈ X. (47)
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Proof Let Fu(x, yu) = fu(x). Then it is easy to see that in this case, C(x) can be
expressed as in (47). The conclusion now follows from Theorem 7. �

Let us come back to the general case and consider the most simple subdifferential
formula one can expect for the robust objective function p = sup

u∈U
Fu(·, 0u):

∂p(x) =
⋃

u∈I (x)
projuX∗ (∂Fu) (x, 0u), (48)

where the set of active indexes at x , I (x), is defined by (46).
In Case 3 we have

p(x) =
{
f (x), if Hu(x) ∈ −Su,∀u ∈ U,

+∞, else,

I (x) = U for each x ∈ p−1(R), and (48) writes

∂p(x) =
⋃

u∈U, z∗u∈S+
u

〈z∗u ,Hu (x)〉=0

∂( f + z∗u ◦ Hu)(x),

which has been called Basic Robust Subdifferential Condition (BRSC) in
[8] (see [18, page 307] for the deterministic case). More generally, let us
introduce the following terminology:

Definition 1 Given Fu : X × Yu → R∞ for eachu ∈ U , and p = sup
u∈U

Fu(·, 0u),
we will say that Basic Robust Subdifferential Condition holds at a point
x ∈ p−1(R) if (48) is satisfied, that is ∂p(x) = D(x).

Recall that, in Example 1, p (x) = 〈c∗, x〉 + iA (x) , where A = p−1(R)

is the feasible set of the linear system. So, given x ∈ A, ∂p(x) is the sum of c∗
with the normal cone of A at x, i.e., Basic Robust Subdifferential Condition
(at x) asserts that such a cone can be expressed in some prescribed way.

Theorem 8 Let x ∈ p−1(R). The next statements are equivalent:
(i) Basic Robust Subdifferential Condition holds at x,
(ii) Min-max robust duality holds at each x∗ ∈ ∂p(x),
(iii) Strong robust duality holds at each x∗ ∈ ∂p(x).

Proof [(i) =⇒ (ii)] Let x∗ ∈ ∂p(x). We have x∗ ∈ D(x) and, by (44),
there exist u ∈ I (x) (i.e., p(x) = Fu(x, 0u)), y∗

u ∈ Y ∗
u , such that (x∗, y∗

u ) ∈
∂Fu)(x, 0u). Then,
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p∗(x∗) ≥ 〈x∗, x〉 − p(x) = 〈x∗, x〉 − Fu(x, 0u) = F∗
u (x∗, y∗

u )

≥ q(x∗) ≥ p∗(x∗).

It follows that

max
z∈X {〈x∗, z〉 − p(z)} = 〈x∗, x〉 − p(x) = F∗

u (x∗, y∗
u ) = q(x∗),

and min-max robust duality holds at x∗.
[(ii) =⇒ (iii)] It is obvious.
[(iii) =⇒ (i)] By Lemma7, it suffices to check that ∂p(x) ⊂ D(x). Let

x∗ ∈ ∂p(x). We have x ∈ (Mp)(x∗). Since strong robust duality holds at x∗,
Theorem 2 says that there exist u ∈ U , y∗

u ∈ Y ∗
u such that x ∈ B0

(u,y∗
u )(x

∗),
that means (see (34))

(x, 0u) ∈ (MFu)(x
∗, y∗

u ), (x∗, y∗
u ) ∈ (∂Fu)(x, 0u),

and by (44), x∗ ∈ D(x). �

As usual, Theorem8 gives us corresponding results for the two extreme cases:
non-uncertainty and non-perturbation cases.

Corollary 15 Let F : X × Y → R∞, p = F(·, 0Y ), and x ∈ p−1(R). The
next statements are equivalent:
(i) ∂p(x) = projX∗(∂F)(x, 0Y ),

(ii) max
z∈X

{
〈x∗, z〉 − F(z, 0Y )

}
= min

y∗∈Y ∗ F
∗(x∗, y∗), ∀x∗ ∈ ∂p(x),

(iii) p∗(x∗) = min
y∗∈Y ∗ F

∗(x∗, y∗), ∀x∗ ∈ ∂p(x).

Proof In this case we have, by (41), D(x) = projX∗(∂F)(x, 0Y ) and the
conclusion is a direct consequence of Theorem 8. �

Corollary 16 Let ( fu)u∈U ⊂ R
X∞, p = sup

u∈U
fu, x ∈ p−1(R). The next state-

ments are equivalent:
(i) ∂p(x) = ⋃

u∈I (x)
∂ fu(x),

(ii) max
z∈X

{
〈x∗, z〉 − p(z)

}
= min

u∈U f ∗
u (x∗), ∀x∗ ∈ ∂p(x),

(iii) (sup
u∈U

fu)∗(x∗) = min
y∗∈Y ∗ f ∗

u (x∗), ∀x∗ ∈ ∂p(x).

Proof In this non-parametric case, let Fu(x, yu) = fu(x), p = sup
u∈U

fu . We

have
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D(x) =
⋃

u∈I (x)
∂ fu(x), I (x) = {u ∈ U : fu(x) = p(x) ∈ R}

and Theorem 8 applies. �
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Comparing Averaged Relaxed Cutters
and Projection Methods: Theory and
Examples

Reinier Díaz Millán, Scott B. Lindstrom and Vera Roshchina

1 Introduction

Projection and reflection methods are used for solving the feasibility problem of
finding a point in the intersection of a finite collection of closed, convex sets in a
Hilbert space. Such problems have a wide range of applications in variational anal-
ysis, optimisation, physics and mathematics in general. One of the most successful
methods from this class is the Douglas–Rachford method that uses a combination
of reflections and averaging on each iteration. The idea first appeared in [35] as a
numerical scheme for solving differential equations, and the convergence of a more
general scheme for finding a zero of the sum of two maximally monotone operators
was framed in [45] (also see [13, Chapter 26] for a modern treatment). More recently,
a modification of the Douglas–Rachford method for finding closest feasible points
has been introduced [7].

Convergence rates for such methods are the subject of extensive research; we pro-
vide a brief sampling. Under appropriate conditions, the Douglas–Rachford method
converges in finitely many steps [13]. Convergence rates may frequently be obtained
through analysis of regularity conditions [40]. Additionally, semi-algebraic structure
admits further bounds on convergence rates for projection methods more generally

R. D. Millán
Federal Institute of Goiás, Goiás, Brazil
e-mail: rdiazmillan@gmail.com

S. B. Lindstrom (B)
School of Mathematical and Physical Sciences, Centre for Computer-assisted Research
Mathematics and its Applications (CARMA), The University of Newcastle, Callaghan, NSW,
Australia
e-mail: scott.lindstrom@uon.edu.au

V. Roshchina
UNSW Sydney, Sydney, NSW, Australia
e-mail: v.roshchina@unsw.edu.au

© Springer Nature Switzerland AG 2020
D. H. Bailey et al. (eds.), From Analysis to Visualization,
Springer Proceedings in Mathematics & Statistics 313,
https://doi.org/10.1007/978-3-030-36568-4_5

75

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-36568-4_5&domain=pdf
mailto:rdiazmillan@gmail.com
mailto:scott.lindstrom@uon.edu.au
mailto:v.roshchina@unsw.edu.au
https://doi.org/10.1007/978-3-030-36568-4_5


76 R. D. Millán et al.

[21, 22, 36] and for the Douglas–Rachford method in particular [42]. For a recent
survey on the Douglas–Rachford method, see [43].

The idea of replacing projections with their approximations, and specifically with
the approximations constructed from the subdifferentials of the convex functions that
describe the sets, was introduced in [38]. It has been used in various contexts recently,
including the numerical solution of variational inequalities; see, for example, [17,
18]. In particular, relaxation parameters together with subgradient projections have
been used in the construction of the extrapolation method of parallel subgradient
projections (EMOPSP) algorithm for image recovery [29]. Of particular relevance
are the following works: [1, 10, 25, 26, 30]. Books which contain useful information
about general cutters (see Definition 1) include [25, 28, 48].

The subgradient projector, in particular, is quite well studied; early contributions
include the foundational work on subgradient projections [48] and the analysis of
the cyclic version [27]. Characterizations of finite convergence are provided in [15],
and a systematic study of the subgradient projector in [14, 16]. This sampling of the
literature on subgradient projections is far from exhaustive; the interested reader is
referred to the literature referenced in the latter works.

We consider the two-set feasibility problem of finding

u ∈ A ∩ B, (1)

for closed, convex subsets A and B of a Hilbert space H . In particular, we con-
sider the behaviour of the dynamical systems which arise from iterated application
of an operator T that is a weighted average of the identity map and the compo-
sition of two relaxed cutters for the two sets in question. The Douglas–Rachford
method (reflect-reflect-average), the Peaceman–Rachford method, alternating pro-
jections and relaxed-reflect-reflect (RRR) are all special cases.

The goal of the present work is threefold:

1. We compare and contrast what is true of such operators in the special case where
the cutters are projections (onto the constraint sets) with the more general case of
cutters.

2. In particular, we discuss nonexpansivity in the former setting and quasi-
nonexpansivity in the latter, analysing what may be shown through each.

3. We illustratewith examples, andwe provide simple geometric arguments through-
out the exposition.

We would also like to highlight the recent work of Jonathan Borwein and his
collaborators, who successfully applied the Douglas–Rachford method to a range
of large-scale non-convex problems and studied its convergence [3–5, 23, 24]. In
Borwein’s chapter of Tools and Mathematics: Instruments for Learning [20], he
included, along with his own commentary, a quote he particularly liked:

Long before current graphic, visualisation and geometric tools were available, John E. Lit-
tlewood, 1885-1977, wrote in his delightful Miscellany:
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A heavy warning used to be given [by lecturers] that pictures are not rigorous; this
has never had its bluff called and has permanently frightened its victims into playing
for safety. Some pictures, of course, are not rigorous, but I should say most are (and
I use them whenever possible myself). [46, p. 53]

In this spirit, we present our results in a tutorial form, complete withmany pictures
and examples that highlight the geometric intuition underpinning them.

Outline

We introduce the main concepts in Section 2. In Section 3, we provide a simple proof
of convergence to a feasible point for a method which averages the composition of
two relaxed cutters with the identity. The parameterized method recovers alternating
projections as one special case and the Douglas–Rachford method as a limiting, but
not allowable, case. This comes as no surprise since projections onto constraint sets
are a special case of cutters, and examples where the Douglas–Rachford method
converges to fixed points which are not also feasible points are well known.

With projections onto the constraint sets, the fixed points of theDouglas–Rachford
operator have the handy property that they may be used to find feasible points in a
single step. In Examples 4 and 5, we show this may fail when projections onto the
constraint sets are replaced with more general cutters. The elegance of this pairing
is that the geometry illustrates why the proof fails if the limiting parameters are
allowed, and the examples showcase what can then go wrong.

In Section 4, we provide several examples of implementations of the Douglas–
Rachford method with cutters.

2 Background and preliminaries

Let A and B be two closed convex sets in a Hilbert space H . Given a starting
point x0 ∈ H , the classic method of alternating projections generates the sequence
of points {xn}n∈N, where

xn := (PB ◦ PA)
nx0 ∀n ∈ N, (2)

and by PS we denote the Euclidean projection operator onto a closed convex set
S ⊂ H ,

PS(x) = argmin
s∈S

‖s − x‖,

which is well defined (and single valued) for S closed, convex and non-empty. We
assume these properties for all of our sets throughout. Observe (see Figure 1a) that
each iteration of the method is the composition of projections onto the hyperplanes
HA and HB that support the sets A and B at PA(x) and PB(x), respectively.

On each step of the classic Douglas–Rachford algorithm the previous iterate is
first reflected through HA, then reflected through HB , and finally the resulting point is
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Fig. 1 The operator T λ
Aγ ,Bγ for different values of γ, λ

averaged with the previous iterate; see Figure 1b. In this case, our iterative sequence
{xn}n∈N is defined as

xn :=
(
1

2
((2PB − Id) ◦ (2PA − Id)) + 1

2
Id

)n

x0 ∀n ∈ N. (3)

The reflection can be replaced by a relaxed projection which we denote by Rγ

S . For
a fixed reflection parameter γ ∈ [ 0, 2 [ we let

Rγ

S := (2 − γ )(PS − Id) + Id . (4)

Observe that when γ = 0, the operator Rγ=0
S = 2PS − Id is the standard reflection

that we saw earlier, for γ = 1 we obtain the projection, Rγ=1
S = PS . For γ ∈ ] 1, 2 [

the operator Rγ

S can be called an under-relaxed projection following [34]. For γ ∈
] 0, 1 [ it may be called an over-relaxed projection.

In addition to using relaxedprojections as in (4), the averaging stepof theDouglas–
Rachford iteration (3) can also be relaxed by choosing an arbitrary point on the inter-
val between the second reflection and the initial iterate. This can be parameterized
by some λ ∈ ] 0, 1 ]. We can hence define a λ-averaged relaxed sequence {xn}n∈N by

xn := (
T λ
Aγ ,Bμ

)n
x0,

where T λ
Aγ ,Bμ := λ(Rμ

B ◦ Rγ

A) + (1 − λ) Id . (5)

Whenλ = 1 and γ = μ = 1, this is the sequence generated by alternating projections
(2). For γ = μ = 0, this is the Douglas–Rachford method (3), and for λ = 1 the
Peaceman–Rachford method. The case where γ = μ = 0 and λ is flexible is often
referred to as relaxed-reflect-reflect or RRR [37]. If γ = 2(η+1)

2η+1 , then
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Rγ

S =
(

1

2η + 1
Id+ 2η

2η + 1
PS

)

may be recognised as the form in which the relaxation was presented for the damped
Douglas–Rachford variant in [21].

We note that the framework introduced here does not cover all possible projection
methods. For example, one may want to vary the parameters γ , μ and λ on every
step, or consider other variations of Douglas–Rachford-like operators (e.g. see [7]).

We recall the definition of a cutter (see [25, Definition 2.1.30]).

Definition 1 Let x ∈ H , we say that y separates a subset S ⊆ H from x if 〈x −
y, z − y〉 ≤ 0 for all z ∈ S. We say that an operator T : H → H is a cutter if for all
x ∈ H , T x separates Fix T 
= ∅ from x . In other words,

(∀x ∈ H) (∀z ∈ Fix T ) 〈x − T x, z − T x〉 ≤ 0. (6)

For the sake of simplicity, given a closed and convex set S, we denote by PS a cutter
if S := FixPS .

A cutter may be thought of as a map that assigns x to its projection onto a chosen
separating hyperplane, as illustrated in Figure 2b. The Euclidean projection operator
PS for a closed, convex set S is an example of a cutterwhere the separating hyperplane
is a supporting hyperplane to S, as illustrated in Figure 1 for alternating projections
at left and the Douglas–Rachford method at right. We note that (6) is essential
for cutter-based projection methods, and that for x ∈ S, PS(x) = x . We have the
following elementary example that illustrates this.

Example 1 (Example of a cutter) In the one-dimensional real setting, assume that
S = ] − ∞, 0 ] and

T (x) =

⎧⎪⎨
⎪⎩
x, x ∈ ] − ∞, 0 ] ,

0, x ∈ ] 0, 1 [ ,

1, x ∈ [ 1,+∞ [ .

Observe that y = T (x) is a separator, however, it is not a cutter: the point x = 1 /∈ S
is a fixed point of T , and for x ∈ ] 0, 1 [ , the point T (x) = 0 does not separate the
fixed points of T from x . ♦

A useful implementation of a cutter is the subgradient projection operator for a
convex function f , which we recall in the following definition from [16, Definition
2.2], where ∂ f denotes the usual Moreau–Rockafellar subdifferential of f .

Definition 2 Let f : H → R be lower semi-continuous and subdifferentiable. Let
s : H → H be a selection for ∂ f . Then the subgradient projector of f is

P∂ f : H → H : x �→
{
x − f (x)

‖s(x)‖2 s(x) if f (x) > 0;
x otherwise.

(7)
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Fig. 2 Subgradient projections are cutters

The subgradient projection operator is a cutter with Fix P∂ f = lev≤0 f . We illustrate
in Figure 2. In Figure 2c, we show the case where the selection operator s is uniquely
determined since ∂ f is single-valued everywhere. In Figure 2a, we show two possible
values for the subgradient projection of x ; we emphasise that the subgradient projec-
tor a is single-valued operator, and that the output depends on the chosen selection
operator s in Definition 2.

In the case where projections onto the sets cannot be computed (or computing
them exactly is undesirable), it makes sense to consider operators of the form (5)
where the projections are replaced with subgradient projections or other kinds of
cutters.

We will refer to all such discussed methods and their combination as cutter meth-
ods and use the notation

T λ
Aγ ,Bμ := λ(Rμ

B ◦ Rγ

A) + (1 − λ) Id,

where

Rγ

A := (2 − γ )(PA − Id) + Id, Rμ

B := (2 − μ)(PB − Id) + Id

are the relaxed versions of the cutters PA and PB , which may be projections onto
the constraint sets or more general cutters, depending on the context.

In the case of subgradient projections, we will slightly abuse the notation and let

T λ
f γ ,gμ := T λ

(lev≤0 f )γ ,(lev≤0g)μ ,

with cutters implemented via the subgradient projections (7).
Notice that if for some closed convex set S, we let f := d(·, S) be the distance

function for the set S given by

d(x, S) = min
y∈S ‖x − y‖,
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Fig. 3 An averaged relaxed cutter T λ
Aγ ,Bμ may not be nonexpansive

then PS and Pf coincide.Wewill mainly focus on averaged cutter relaxationsT λ
Aγ ,Bμ ,

for which an example is shown in Figure 3, and will elaborate on the functional
implementation in Section 4.

LetA = NA and B = NB be the normal cone operators for closed convex sets A
and B. Then the resolvents J λ

A, J λ
B (defined as J λ

F = (Id+λF)−1 for some set-valued
mapping F) are the projection operators PA, PB , respectively, TA,B = 1

2 R
γ=0
B Rγ=0

A +
1
2 Id is what we recognise as the Douglas–Rachford method, and J λ

Av = PA v ∈
A ∩ B is a solution for the feasibility problem.

We quote the following key result from [45] that applies to a more general setting
of maximal monotone operators.

Theorem 1 (Lions&Mercier) Assume thatA,B aremaximal monotone operators
and A + B is maximal monotone. Then for

TA,B : H → H by x �→ J λ
B(2J λ

A − Id)x + (Id−J λ
A)x, (8)

the sequence given by xn+1 = TA,Bxn converges weakly to some v ∈ H as n → ∞
such that J λ

Av is a zero of A + B.
The authors of [12] showed that in the case of the feasibility problem (1) the require-
mentA + Bmaximalmonotonemaybe relaxed, a relaxation latermademore general
in [51]. See also [12, Theorem 26.11]. Both results rely on the firm nonexpansivity
of TA,B, an immediate consequence of the fact that Rγ=0

B Rγ=0
A is nonexpansive and

so TA,B is 1/2-averaged. We define this term and several others which we summarise
in the following definition (see [11, Def 4.1], [26, Def 2.2], and [25, Def 2.1.19] for
more details).

Definition 3 (Properties of operators)Let D ⊂ H be non-empty and let T : D →
H . Assume that Fix T := {x ∈ H | T x = x} 
= ∅. Then T is
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firmly nonexpansive if

‖T (x) − T (y)‖2 + ‖(Id−T )(x) − (Id−T )(y)‖2 ≤ ‖x − y‖2 ∀x ∈ D, ∀y ∈ D;

nonexpansive if it is Lipschitz continuous with constant 1,

‖T (x) − T (y)‖ ≤ ‖x − y‖ ∀x ∈ D, ∀y ∈ D;

quasinonexpansive if ‖T (x) − y‖ ≤ ‖x − y‖ ∀x ∈ D, ∀y ∈ Fix T
(an operator that is both quasinonexpansive and continuous is called paracontracting);
strictly quasinonexpansive if

‖T (x) − y‖ < ‖x − y‖ ∀x ∈ D \ Fix T, ∀y ∈ Fix T ;

ρ-strongly quasinonexpansive for ρ > 0 if

‖T x − y‖2 ≤ ‖x − y‖2 − ρ‖T x − x‖2 ∀x ∈ D \ Fix T, ∀y ∈ Fix T .

We are focused on the feasible setting, so we can safely assume that for all operators
T considered in the paper Fix T 
= ∅. As soon as one moves from the setting of pro-
jections into the setting of more general cutters, the (firmly) nonexpansive property
of T λ

Aγ ,Bμ may be lost, as illustrated in the following simple example.

Example 2 (Loss of nonexpansivity when using cutters) Define f : R → R by

f : x �→
{

|x | x ≤ 1,

2x − 1 otherwise.
(9)

Then the subgradient cutter P∂ f : R → R for the level set, lev≤0 f is

P∂ f : x �→

⎧⎪⎨
⎪⎩
0 x < 1,
1
2 x > 1,

some u ∈ [0, 1/2] x = 1.

(10)

Observe that P∂ f is not nonexpansive for any choice of x ∈ ] 0, 1 [ , y ∈ ] 1, 2 [
satisfying |x − y| < 1

2 . A similar polyhedral example is shown at right in Figure 3.
♦

Strong quasi-nonexpansivity is a less restrictive property that yields the desired
convergence, though under a slightly more restrictive parameter scheme.

Definition 4 (Fejér monotonicity) A sequence (xn)n∈N is Fejér monotone with
respect to a closed convex set C if
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‖xn+1 − x‖ ≤ ‖xn − x‖ ∀x ∈ C, ∀n ∈ N.

A Fejér monotone sequence with respect to a closed convex set C may be thought
of as a sequence defined by xn := T nx0 where T is quasinonexpansive with respect
to C = Fix T . Note that a Fejér monotone sequence with respect to a non-empty set
is always bounded.

We have the following well known convergence result (see [11, Theorem 5.11]).

Theorem 2 Let (xn)n∈N be a sequence inH and let C be a non-empty closed convex
subset of H . Suppose that (xn)n∈N is Fejér monotone with respect to C. Then the
following are equivalent:

1. the sequence (xn)n∈N converges strongly (i.e. in norm) to a point in C;
2. (xn)n∈N possesses a strong sequential cluster point in C; and
3. lim inf

n→∞ d(xn,C) = 0.

3 Convergence of Projection Methods

In the following theorem, (i) is a known consequence of [25, Corollary 3.7.1(i)].
However, we provide a new proof which relies on simple geometry. We will then
go on to analyse convergence for T λ

Aγ ,Bμ , and the details of our proof will illustrate
why for averaged cutter relaxation methods we may lose convergence in the case of
γ = 0.

Theorem 3 Let A be a closed convex set in a Hilbert space H , and let PA be a
cutter. Then the following hold

(i) ‖Rγ

A(x) − y‖2 ≤ γ (γ − 2)‖x − PA(x)‖2 + ‖x − y‖2 ∀y ∈ A ∀x ∈ H;
(ii) Rγ

A is γ /(2 − γ )-strongly quasinonexpansive; and
(iii) Rγ

A is strictly quasinonexpansive for γ ∈ ] 0, 2 [ .

Proof If x ∈ A, then Rγ

A(x) = PA(x) = x and the proof of (i) is trivial. Consider
the case when x /∈ A. Without loss of generality, we can assume that x = 0. Indeed,
it is evident that for the affine change of variable u′ = u − x the induced mapping
PA′(u′) = PA−x (u − x) is again a cutter for A′ = A − x , and the relation (i) can be
restated in terms of A′ and PA′ ; this is also clear from the geometry illustrated in
Figure 4.

Fix y ∈ A. We have y := v + u where v ∈ span{PA(x)}, u ∈ span{PA(x)}⊥. We
will first show that

‖Rγ

A(x) − v‖ ≤ ‖v‖ − min{γ, 2 − γ }‖PA(x)‖. (11)

Here Figure 4 is most instructive, both for understanding this inequality and moti-
vating its proof.
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Fig. 4 Illustrations of the inequality (11) in the proof of Theorem 3

Since PA is a cutter, we have

〈y,PA(x)〉 ≥ ‖PA(x)‖2 ∀ y ∈ A.

Furthermore, we have v = βPA(x), hence

β‖PA(x)‖2 = 〈v,PA(x)〉 = 〈y − u,PA(x)〉 = 〈y,PA(x)〉 ≥ ‖PA(x)‖2,

which yields β ≥ 1 (observe that ‖PA(x)‖2 > 0 since x = 0 /∈ A). Now

‖Rγ

A(x) − v‖ = ‖(2 − γ )PA(x) − βPA(x)‖ = |2 − γ − β|‖PA(x)‖. (12)

Observe that

|2 − γ − β| = max{2 − γ − β, β + γ − 2}
= β + max{2 (1 − β)︸ ︷︷ ︸

≤0

−γ, γ − 2}

≤ β + max{−γ, γ − 2}
= β − min{γ, 2 − γ },

hence we have (11). For convenience, let

ψ : [0, 2) → [0, 1] defined by γ �→ min{γ, 2 − γ } =
{

γ if γ ∈ [0, 1],
2 − γ if γ ∈ (1, 2).

(13)
Having shown that (11) is true, the Pythagorean theorem yields

‖Rγ

A(x) − v‖2 = ‖y − Rγ

A(x)‖2 − ‖u‖2. (14)

Together (14) and (11) yield

‖y − Rγ

A(x)‖2 ≤ (‖v‖ − ψ(γ )‖PA(x)‖)2 + ‖u‖2. (15)
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Now the Pythagorean theorem also yields

‖u‖2 = ‖y‖2 − ‖v‖2. (16)

Equations (15) and (16) together yield

‖y − Rγ

A(x)‖2 ≤ (‖v‖ − ψ(γ )‖PA(x)‖)2 + ‖y‖2 − ‖v‖2
= −2ψ(γ )‖PA(x)‖ · ‖v‖ + ψ(γ )2‖PA(x)‖2 + ‖y‖2. (17)

Now since ‖PA(x)‖ ≤ ‖v‖,

− 2ψ(γ )‖PA(x)‖2 ≥ −2ψ(γ )‖PA(x)‖ · ‖v‖. (18)

Now (17) and (18) together yield

‖y − Rγ

A(x)‖2 ≤ −2ψ(γ )‖PA(x)‖2 + ψ(γ )2‖PA(x)‖2 + ‖y‖2
= ψ(γ )(ψ(γ ) − 2)‖PA(x)‖2 + ‖y‖2
= γ (γ − 2)‖PA(x)‖2 + ‖y‖2, (19)

where the final equality comes from the fact thatψ(γ )(ψ(γ ) − 2) = γ (γ − 2). This
shows (i). Now since γ ∈ [ 0, 2 [ , we have that γ (γ − 2) ≤ 0. Combining with the
fact that ‖Rγ

A(x)‖ = (2 − γ )‖PA(x)‖, we have from (19) that

‖y − Rγ

A(x)‖2 ≤ γ (γ − 2)

(‖Rγ

A(x)‖
2 − γ

)2

+ ‖y‖2

= − γ

2 − γ
‖Rγ

A(x)‖2 + ‖y‖2,

which shows (ii).
If we have γ ∈ ] 0, 2 [ , x /∈ A, and (∀ x /∈ A)PA(x) 
= x , then γ (γ − 2)

‖PA(x)‖2 < 0 strictly and so

‖y − Rγ

A(x)‖2 ≤ γ (γ − 2)‖PA(x)‖2 + ‖y‖2 < ‖y‖2.

This shows (iii). �

Theorem 4 The following hold

(i) T λ
Aγ ,Bμ is quasinonexpansive and

(ii) if μ, γ ∈ (0, 2) then T λ
Aγ ,Bμ is strictly quasinonexpansive and

lim
n→∞‖xn − PA(xn)‖ = lim

n→∞‖xn − PBRγ

A(xn)‖ = 0.
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Proof Fix y ∈ A ∩ B. For any x ∈ H , we have from Theorem 3:

‖Rγ

A(x) − y‖2 ≤ γ (γ − 2)‖x − PA(x)‖2 + ‖x − y‖2
and ‖Rμ

BRγ

A(x) − y‖2 ≤ μ(μ − 2)‖PBRγ

A(x) − Rγ

A(x)‖2 + ‖Rγ

A(x) − y‖2.

Combining these two inequalities yields

‖Rμ

BRγ

A(x) − y‖2 ≤ θ(x) + ‖x − y‖2
where θ(x) = μ(μ − 2)‖PBRγ

A(x) − Rγ

A(x)‖2 + γ (γ − 2)‖x − PA(x)‖2.
(20)

By convexity of ‖ · −y‖2,

‖T λ
Aγ ,Bμ(x) − y‖2 = ‖ (

λRμ

BRγ

A(x) + (1 − λ)x
) − y‖2

≤ λ‖Rμ

BRγ

A(x) − y‖2 + (1 − λ)‖x − y‖2. (21)

Combining (21) with (20) yields

‖TAγ ,Bμ(x) − y‖2 ≤ λ
(
θ(x) + ‖x − y‖2

)
+ (1 − λ)‖x − y‖2 = λθ(x) + ‖x − y‖2.

(22)

Now notice that (22) implies the quasinonexpansiveness of T λ
Aγ ,Bμ since θ(x) ≤ 0

if x /∈ FixT λ
Aγ ,Bμ ⊃ A ∩ B. If we additionally have λ ∈ ] 0, 1 ] and μ, γ ∈ ] 0, 2 [ ,

then (x /∈ FixT λ
Aγ ,Bμ) =⇒ θ(x)<0,which shows the strict quasi-nonexpansivity.

Now we have that

0 ≤ ‖xn+1 − y‖2 ≤ ‖x0 − y‖2 + λ

n∑
j=0

θ(x j ).

Since γ (2 − γ ) ≤ 0 and μ(2 − μ) ≤ 0, we have θ(x j ) ≤ 0 ∀ j . Since
∑∞

j=0 θ(x j ) is
a sum of non-positive terms and is bounded from below, θ(x j ) → 0. In particular, let
γ, μ ∈ ] 0, 2 [ and we have γ (2 − γ ) < 0 and μ(2 − μ) < 0; combining this with
the fact that θ(x j ) → 0, we obtain

lim
n→∞‖xn − PA(xn)‖ = 0, (23)

and lim
n→∞‖Rγ

A(xn) − PBRγ

A(xn)‖ = 0. (24)

Now since ‖xn − Rγ

A(xn)‖ = (2 − γ )‖xn − PA(xn)‖, (23) implies that

lim
n→∞‖xn − Rγ

A(xn)‖ = 0. (25)
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Now the triangle inequality yields

‖xn − PBRγ

A(xn)‖ ≤ ‖xn − Rγ

A(xn)‖ + ‖Rγ

A(xn) − PBRγ

A(xn)‖, (26)

and so (25) and (26) together imply

lim
n→∞‖xn − PBRγ

A(xn)‖ = 0.

This completes the proof. �

From Theorem 4, we obtain a number of convergence results.

Theorem 5 Let γ, μ ∈ ] 0, 2 [ and λ ∈ ] 0, 1 ]. Suppose that the following hold

(I) lim
n→∞ ‖xn − PA(xn)‖ = 0 implies lim

n→∞ d(xn, A) = 0 and

(II) lim
n→∞ ‖xn − PBRγ

A(xn)‖ = 0 implies lim
n→∞ d(xn, B) = 0.

Then (xn)n∈N converges weakly to a point in A ∩ B. Moreover, any one of the three
conditions below guarantee that (xn)n∈N converges strongly to a point in A ∩ B:

(i) H is finite dimensional;
(ii) One of A or B is compact; and
(iii) {A, B} is regular. That is, max {d(x, A), d(x, B)} → 0 implies that d(x,

A ∩ B) → 0.

Proof First, we prove that the sequence is weakly convergent to A ∩ B. Since The-
orem 4 implies that lim

n→∞‖xn − PA(xn)‖ = lim
n→∞‖xn − PBRγ

A(xn)‖ = 0, by assump-

tions (I) and (II), we have that ‖xn − PA(xn)‖ → 0 and ‖xn − PB(xn)‖ → 0. Thus
all weak clusters point of the sequence (xn)n∈N belong to A and B, and so all weak
cluster points of the sequence belong to A ∩ B. By Theorem 4, T λ

Aγ ,Bμ is a quasi-
nonexpansive operator, and A ∩ B ⊆ FixT λ

Aγ ,Bμ , and so the sequence generated by
(5) is Fejér monotone with respect to A ∩ B. Since all weak cluster points belong to
A ∩ B, the whole sequence converges weakly to a point in A ∩ B; see, for example
[13, Theorem 5.5].

(i) This is obvious since weak convergence implies strong in finite-dimensional
spaces.

(ii) Suppose, without loss of generality, that A is compact. Then, there exist a
subsequence (xkn)kn∈N ⊆ (xn)n∈N such that

(
PA(xkn )

)
kn∈N is strongly convergent

to a point in A. Now, let x̄ be the weak limit of the sequence (xn)n∈N. Since
x̄ ∈ A ∩ B, we must have PA(xkn ) → x̄ . Now,

‖xkn − x̄‖ ≤ ‖xkn − PA(xkn )‖ + ‖PA(xkn ) − x̄‖ → 0,

which proves that the sequence (xn)n∈N has a strong cluster point. ByTheorem2,
we conclude the strong convergence.
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Fig. 5 The functions ϕk
from (27)

(iii) Since max {d(xn, A), d(xn, B)} → 0, we have d(xn, A ∩ B) → 0; using the
Fejér convergence of the sequence and Theorem 2, we obtain the strong con-
vergence. �

Theorem 5 raises several natural questions. First, it is evident that the conditions (I)
and (II) are satisfied in the case of projections onto the constraint sets. We will give
examples of other cutter methods which satisfy them in Section 4.

Next we show that even for the very simple setting of a singleton set A, it is
possible to construct the constraint function in such a way that condition (I) does not
hold, highlighting that this condition is essential for the result.

Example 3 (On the importance of condition (I)) Let H = l2, and A = {0l2}. Note
that A is the zero-level set of the function

f (x) = sup
k∈N

ϕk(x
(k)),

where x = (x (1), x (2), . . . , x (k), . . . ) and

ϕk(t) = max

{
−1

k
t,
1

k
t, kt + 1 − k,−kt + 1 − k

}
. (27)

These functions are shown in Figure 5 for k ∈ {1, . . . , 7}. Indeed, for any non-zero
x ∈ l2 we have x (k) 
= 0 for at least one k, then ϕk(x (k)) > 0, and hence f (x) > 0.
At the same time, for x = 0 we have ϕk(x (k)) = 0 for all k ∈ N, so f (0) = 0.

Consider the sequence {xn}, where xn has all entries zero except for x (n)
n = 1, so

we have

x1 = (1, 0, 0, 0, . . . ), x2 = (0, 1, 0, 0, . . . ), x3 = (0, 0, 1, 0, . . . ), . . . .

For |t | ≤ 1/2, we have

|t |(k2 − 1) − k2 + k ≤ k2 − 1

2
− k2 + k = −k2 − 2k + 1

2
= − (k − 1)2

2
≤ 0,
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hence

max

{
1

k
|t |, k|t | + 1 − k

}
= |t |

k
+ max

{
0,

|t |(k2 − 1) − k2 + k

k

}
= |t |

k
,

and

ϕk(t) = 1

k
|t | ∀t, |t | ≤ 1/2.

At the same time, for |t | ≥ k
k+1 we have

k|t | + 1 − k = |t |
k

+ k2 − 1

k
|t | + 1 − k ≥ |t |

k
,

hence,

max

{
1

k
|t |, k|t | + 1 − k

}
= k|t | + 1 − k ∀t, |t | ≥ k

k + 1
,

so we have for ‖u‖l2 ≤ 1
2n that

ϕk(u
(k)) = 1

k
|u(k)| ≤ 1

2
∀k 
= n, ϕn(x

(n) + u(n)) = ϕn(1 + u(n)) = nu(n) + 1 ≥ 1

2
,

hence

f (xn + u) = max{ϕn(x
(n)
n + u(n)), sup

k 
=n
ϕk(u

(k))} = ϕn(x
(n)
n + u(n)),

and so in a small neighbourhood of xn we have

f (x) = ϕn(x
(n)) = nx (n) + 1 − n.

The subgradient cutter then gives

‖xn − P∂ f (xn)‖ = 1

n
→ 0,

however
d(xn, A) = ‖xn‖ = 1,

so the condition (I) is violated. ♦

Due to an important example, we know that in infinite dimensions our algorithms
may fail if we do not have subtransversality or compactness [39]. The above theorem
also begs the question of what may go wrong in the case where we allow reflections
γ = 0 or μ = 0.
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Fig. 6 It is possible for every point to be a fixed point

Example 4 (Every point may be fixed) Letting f, g : R → [ 0,∞ [ by f (x) :=
|x | =: g(x). Then every point in R is a fixed point of T f γ=0,gμ=0 . This example is
illustrated at left in Figure 6. ♦

For this example, all of the fixed points satisfy the property that Pf (x) ∈ A ∩ B,
which is analogous to the classicalDouglas–Rachfordfixedpoint result inTheorem1.
This property does not always hold, however, as illustrated in the next example.

Example 5 (Fixed points may not reveal much) Let f, g : R2 → [ 0,∞ [ by f, g :
(x, y) �→ max{|x |, |y|}. This example is illustrated at right in Figure 6. Any point
(x, y) satisfying |x | 
= |y| is a fixed point of the operator T f γ=0,gμ=0 ; indeed, it is
possible that every point is a fixed point, depending upon how the cutter is chosen
when |x | = |y|. If additionally, x 
= 0, y 
= 0 and |x | 
= |y|, then (x, y) does not
satisfy the property that Pf (x) ∈ A ∩ B. ♦

Example 6 (Regularity conditions and convergence rates) One might also ask if
the regularity conditions of Theorem 5 (iii) can be used to guarantee linear conver-
gence rates, as is often the case with projection operators (see the many convergence
results listed in [43]). However, Theorem 3 is for very general cutters, and so we can
construct a counterexample.

Let A, B := {0} ⊂ R. It is straightforward to verify that {A, B} is regular. Let
C := {1/n | n ∈ Z \ {0}}. Now define

P : x �→

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 if x = 0

1 if x > 1

−1 if x < −1

1/(n + 1) if 0 < x = 1/n ∈ C

1/(n − 1) if 0 > x = 1/n ∈ C

1/(n − 1) for the unique n ∈ Z

satisfying 1/n < x < 1/(n − 1) if − 1 < x < 0 and x /∈ C

1/(n + 1) for the unique n ∈ Z

satisfying 1/(n + 1) < x < 1/n if 1 > x > 0 and x /∈ C.
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Clearly P is a cutter with respect to A and B. Set PA := PB := P, γ = μ = 1 and
λ = 1. Then for x0 := 1, we have xn := P2(xn−1) = 1/(2n + 1), so xn → 0 with a
sublinear convergence rate. ♦

4 Implementations

For the classical implementationwith projections onto the constraint sets, the assump-
tions of Theorem 5 are satisfied automatically, and hence we have the following
result.

Corollary 1 If PA := PA and PB := PB are projections onto the constraint sets,
then assumptions (I) and (II) in Theorem 5 are satisfied, and we have the same weak
convergence results.

Proof Since in this case PA = PA, we have

‖xn − PA(xn)‖ = ‖xn − PA(xn)‖ = d(xn, A) −−−→
n→∞ 0, (28)

hence (I) holds. Additionally, since PB R
γ

A(xn) ∈ B,

d(xn, B) ≤ ‖xn − PB R
γ

A(xn)‖ −−−→
n→∞ 0. (29)

�

Suppose that instead of two sets A and B, we are given a finite collection of closed
convex sets �i ⊆ H , where i ∈ {1, . . . , N }. The feasibility problem in this case
consists of finding a point x such that

x ∈ � :=
N⋂
i=1

�i .

Our two set formulation can be applied to this setting by working in the product
space HN , and letting

A := �1 × · · · × �N , B := {x = (u1, . . . , uN ) | u1 = u2 = · · · = uN },

in which case the product space projections for x = (u1, . . . , uN ) ∈ HN are

PA(x) = P�1,×···×�N (x) = (P�1(u1), . . . , P�N (uN )).

PB(x) =
(
1

N

N∑
k=1

uk, . . . ,
1

N

N∑
k=1

uk

)
. (30)
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This well known technique is used extensively in practical applications; see the
important works [47, 50]. We note that even in the elementary case of alternating or
cyclic projection method the convergence is much easier to study and understand in
the case of two sets, and in fact there are some negative results in terms of the shape
of limit sets for the infeasible case of the problem on more than two sets [9, 31].

We may use cutter methods together with the product space method to solve the
system of inequalities expressed in feasibility form as

x ∈
N⋂
i=1

lev≤0 fi .

For example, one may employ subgradient projections with the cutter operators P∂ fi
defined by (7). From now on, we work in the Euclidean setting, letting E represent a
finite-dimensional Hilbert space. We first prove the convergence for the special case
of two convex functions.

Corollary 2 Let A := lev≤0 f and B := lev≤0g where f : E → R and g : E → R

are convex functions with full domain. Suppose that A ∩ B 
= ∅. Then the sequence
(xn)n∈N generated by xn+1 := T λ

f γ ,gμ(xn) with γ, μ ∈ ] 0, 2 [ converges strongly to
a point x̄ ∈ A ∩ B.

Proof By Theorem 4(i), we have that (xn)n∈N is Fejér monotone with respect to
A ∩ B. Thus (xn)n∈N is bounded.

First we will prove that the conditions (I) and (II) in Theorem 5 are satisfied. That
is, ‖xn − P∂ f (xn)‖ → 0 implies that d(xn, A) → 0, and ‖xn − P∂g R

γ

∂ f (xn)‖ → 0
implies that d(xn, B) → 0. Note that

‖xn − P∂ f (xn)‖ =
∥∥∥xn −

(
xn − f (xn)

‖s(xn)‖2 s(xn)
)∥∥∥ = | f (xn)|

‖s(xn)‖ ,

where s(xn) ∈ ∂ f (xn). Since the sequence (xn)n∈N is bounded, and f has full domain,
we have that the sequence ‖s(xn)‖n∈N is bounded (see, for example, [49, Theorem
24.7]). Since f (xn)

‖s(xn)‖ → 0, we have that f (xn) → 0.
We will show that f (xn) → 0 =⇒ d(xn, A) → 0. Let

D := B(PA∩B(x0), ‖x0 − PA∩B(x0)‖).

If ‖x0 − PA∩B(x0)‖ = 0, then we are done. Suppose then that ‖x0 − PA∩B(x0)‖ > 0.
Let ‖x0 − PA∩B(x0)‖ > ε > 0.

Since xn is Fejér monotone with respect to A ∩ B, we have that xn ∈ D for all n.
Thus we may work with a restriction of f :

f |D : x �→
{
f (x) if x ∈ D;
∞ otherwise,
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which is convex and coercive and satisfies f |D(xn) = f (xn) for all n, as well as
A′ := A ∩ D = lev≤0 f |D .

Without loss of generality let 0 ∈ A′. Let S := A′ + B(0, ε). As A′ is bounded,
S is bounded. The condition ‖x0 − PA∩B(x0)‖ > ε ensures that bd S ∩ D 
= ∅. As
f |D is proper, lower semi-continuous, and bd S is closed and bounded with bd S ∩
D 
= ∅, f |D attains a minimum on bd S. Let ζ := minx∈bd S f |D(x). We will show
lev≤ζ f |D ⊂ S. Suppose by way of contradiction that there exists y ∈ lev≤ζ f |D \ S.
Then sinceB(0, ε) ⊂ S, we have that y = 1

λ
u for some u ∈ bd S and λ ∈ [0, 1]. Thus

we have u = λy + (1 − λ)0. This yields

ζ ≤ f |D(u) = f |D(λy + (1 − λ)0) ≤ λ f |D(y) + (1 − λ) f |D(0) ≤ λ f |D(y),≤ λζ

(31)
where the first inequality is how we have defined ζ , the first equality is from how we
have defined u, the second inequality is from convexity of f |D , the third is because
0 ∈ A′ = lev≤0 f |D , and the final inequality is because 0 < f |D(y) ≤ ζ . From (31),
we have ζ ≤ λζ , which is true only if λ = 1 or ζ = 0. If ζ = 0, then y ∈ lev≤0 f |D ⊂
S, a contradiction. If λ = 1 then y = u ∈ S, a contradiction. Thus lev≤ζ f |D ⊂ S.
Since f |D(xn) → 0, there exists N ∈ N such that for all n ≥ N , f |D(xn) < ζ and
so xn ∈ lev≤ζ f |D ⊂ S and so d(A, xn) ≤ d(A′, xn) ≤ ε. Thus d(A, xn) → 0.

Turning to the function g, with the same argument that is in Corollary 1 we have

‖xn − P∂g(xn)‖ ≤ ‖xn − P∂g R
γ

∂ f (xn)‖ + (2 − γ )‖P∂ f (xn) − xn‖ → 0.

Thus, by the same arguments we used to show f (xn) → 0, we have that g(xn) → 0
and that d(xn, B) → 0.

Together with the fact that xn is Fejér monotone with respect to A ∩ B and the
fact that E satisfies condition (i) from Theorem 5, we conclude by Theorem 2 the
convergence of the sequence to a point in A ∩ B. �

Now we present a result for the case of more than two functions.

Corollary 3 Let the ( fi )i∈I where I = {1, 2, · · · , N }, N ∈ N, are convex functions
fromE toR. Consider for all i ∈ I, the sets Ai := {x ∈ E : fi (x) ≤ 0}, and suppose
that C := ∩i∈IAi 
= ∅. Consider the functions

F : EN → R defined by: (x1, x2, · · · , xN ) →
∑
i∈I

max{ fi (xi ), 0},

G : EN → R defined by: (x1, x2, · · · , xN ) →
∑
i∈I

∥∥∥xi − 1

N

∑
j∈I

x j

∥∥∥2
.

Let the sequence (xn)n∈N be as follows:

x0 = (x01 , x
0
2 , · · · , x0N ) ∈ E

N ,

xn+1 = (xn+1
1 , xn+1

2 , · · · , xn+1
N ) = T λ

Fγ ,Gμ(xn) = T λ
Fγ ,Gμ(xn1 , x

n
2 , · · · , xnN ).
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Then xn → x̄ = (x̄, x̄, · · · , x̄) ∈ D := �i∈IAi with x̄ ∈ E, whichmeans that x̄ ∈ C.

Proof The convexity of each fi guarantees the convexity of F . Notice that B :=
lev≤0G = {(x1, x2, · · · , xN ) ∈ E

N : x1 = x2 = · · · = xN } is the linear subspace of
agreement which we recognize from (30), and G = d(B, ·)2 is actually the square of
the distance function for B. As G is the square of the distance function for a convex
set,G is convex. In fact, if one chooses to replace subgradient projection with respect
to G by Euclidean projection directly onto its zero level set, the Euclidean projection
is just as given in (30).

The algorithm is well defined because the domain of each fi is the space E.
Finally notice that D = lev≤0F . Applying Corollary 2, we have that xn → x̄ :=
(x̄, x̄, · · · , x̄) ∈ D ∩ B where B = {(x1, x2, · · · , xN ) ∈ E

N : x1 =
x2 = · · · = xN }. �

As an immediate consequence, we also have strong convergence in the casewherewe
workwith projections onto the constraint sets and a finite number of sets A1, . . . , AN ;
just let the N functions be given by fi := dAi (·). See, for example, [16, Ex. 2.7].

Remark 1 (Sequences γn, μn) One may take sequences (γn)n∈N, (μn)n∈N and, pro-
vided that lim inf γn(2 − γn) > 0 and lim inf μn(2 − μn) > 0, all of the above con-
vergence results will hold for sequence given by xn := T λ

Aγn ,Bμn xn−1. Indeed, this is
the usual framework of [25] although we have avoided the use of these sequences
for the simplicity of exposition.

5 Discussion

In the convex setting, when projections onto the constraint sets are replaced with
cutters, the operator T λ

Aγ ,Bμ loses firm nonexpansivity and yet retains many of its
desirable convergence properties because of Fejér monotonicity. Subgradient pro-
jections are one useful context in which the firm nonexpansivity is lost while the
Fejér monotonicity is retained. The similarities suggest avenues of further research:
one in the convex setting and one outside of it.

5.1 Further Investigation

In the convex setting, the algorithmic differences corresponding to different choices
of μ, γ, λ are a highly active area of investigation. See, for example, [8, 32, 33].
Figure 7 compares two variants of λ-averaged relaxed projection methods in the case
of subgradient projections, and the behaviour differences are reminiscent of those
known in the setting of projections onto the constraint sets. Further comparison of
behaviour for choices of averaging and relaxation parameters invites experimental
investigation.
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Fig. 7 Convergence for

T λ= 1
2

f γ=1/10,gμ=1/10 (parameters
similar to Douglas–Rachford
method) versus T λ=1

f γ=1,gμ=1

(parameters similar to
alternating projections)

Even when the formulation of a problem allows for computations of projec-
tions onto the constraint sets, it may be undesirable (computationally expensive)
to do so. Consider, for example, the projection onto an ellipse: E := {

(x, y) ∈ R
2

| (x−x0)2

a2 + (y−y0)2

b2 = 1
}
for given constants a, b, x0, y0. Computation of the exact

projection for a point not in E requires solving a Lagrangian problem (see, for exam-
ple [23] and [44]), while computation of the subgradient projection for the function

f : (x, y) →
(

(x−x0)2

a2 + (y−y0)2

b2 − 1
)2

does not. It is very natural to investigate the

differences in behaviour induced by the choice of projection method.
Both the method of alternating projections and the Douglas–Rachford method

have also been used to solve a variety of non-convex feasibility problems, with
the latter generally the more robust. See, for example, [2–6, 19, 23, 41, 44]. It is
reasonable to consider the behaviour of λ-averaged relaxed projection methods in
the non-convex setting, and a very natural problem would be that of finding x ∈
lev≤0 f ∩ lev≤0g—using subgradient projections—where one or both of f, g are not
convex. Indeed, any non-convex feasibility problem in R

N is an example of such
a non-convex variational inequality problem where f = dA(·), g = dB(·), and so
much investigation has already been done.

5.2 Conclusion

We learn much by comparing and contrasting what may be shown about λ-averaged
relaxed cutter methods through the differing frameworks of firm nonexpansivity and
quasi-nonexpansivity. That so many of the desirable properties carry over—from
the more specific setting of projections onto the constraint sets to the more general
setting of cutters—is especially useful. Splittingmethods employing projections onto
the constraint sets are an area of significant experimental research. We conclude by
noting that those methods which employ other implementations of cutters merit
further experimental investigation, and that the theory is elegant in its own regard.
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Part II
Education



Introduction

Naomi Simone Borwein

Jon was a passionate advocate for mathematics research and education. It is a sense
of joviality and inquiry that sustained his dedication to both. His active engage-
ment with the communication and growth of mathematics research and pedagogy
crossed popular and academic lines, and spanned from primary to tertiary platforms.
The papers contained in this volume showcase his dynamic set of research inter-
ests, which is equally mirrored in the Education-themed section of the September
2017 Jonathan Borwein Commemorative Conference, and its Satellite meetings on
Indigenising mathematics curricula, entitled “Mathematics and Education: Spirit,
Culture and Community”. As a somatic approach, haptics and heuristics became
integral to Jon’s model of mathematical education, with long reaching ramifications,
which this section explores through topical considerations.

Indeed, the papers contributed to the Education section of From Analysis to Visu-
alisation encompass a broad spectrumof approaches, all ofwhich in someway reflect
Jon’s life, interests and legacy. An introductory paper by Naomi Simone Borwein
and Judy-anne Heather Osborn (the section editors) functions as an inquiry “On the
Educational Legacies of JonathanM. Borwein”, exposing the extent of Jon’s engage-
ment with teaching practice. The paper seeks to chronicle the Education section and
its panel discussion, to undertake a biographical survey of Jon’s educational creed
and to catalyse discourse on disciplinary conditions of mathematics and mathemat-
ical education that stand in the way of reform. The remaining seven contributions
are thematically organised around three major topics (a, b, c). This first topic, a)
Historical—Biographical Focus, contains a paper by Keith J. Devlin. In this piece,
Devlin proffers recollections of himself, Jon, computation and the early American
Mathematics Society (AMS) in “How Mathematicians Learned to Stop Worrying
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and Love the Computer”. It is implicative of some of Jon’s early roles in integrating
computers and mathematics. The second topic b) provides exemplary Educational
Approaches like Merrilyn Goos’ careful and substantive paper, “Crossing Bound-
aries: Fostering Collaboration BetweenMathematics Educators andMathematicians
in Initial Teacher Education Programs”, and Kathryn Holmes’ instructive “Mathe-
matics Education in the Computational Age: Challenges and Opportunities”, which
continues the conversation on implementing technology to the apparatus of educa-
tion in secondary public schools. Collin Grant Philips and Fu Ken Ly’s description
of a math workshop in “Mathematics Education for Indigenous Students in Prepara-
tion for Engineering and Information Technologies” explores this context in relation
to Indigenous math education, highlighting challenges of teaching at the university
level, and promoting within the broader community. In the final thematic group-
ing c) Innovative Applications, Michael Assis and Michael Donovan define and
explicate “storigami”, an operation and form that marries aboriginal storytelling
practices and the art of origami folding as an effective teaching aide—an innovative
mixed methodological approach to indigenising the curriculum. Taking the structure
of classroom notes, the contribution by Damir Jungic and Veselin Jungic, entitled
“Dynamic Visual Models: Ancient Ideas and New Technologies”, presents animated
visual proofs (dynamic visual models) juxtaposed to traditional handwritten formula
proofs. Their inquiry into Jon’s oft-misunderstood maxim “Sometimes it is easier to
see than to say” through an apparently singular juxtaposition of animated visual proof
in union with formal written proof becomes a way of inspecting improved learning
and teaching tools, outcomes and approaches in standard university calculus classes.
Their paper highlights the benefits of a dipole method. Robert Corless and Eunice Yu
Sze Chan describe the creation of a first-year Experimental Mathematics course that
utilises active learning strategies and devices in “A Random Walk Through Exper-
imental Mathematics”. The title itself is nicely reminiscent of Jon and Francisco J.
Aragon Artacho’s work on random walk visualisations.

From cultural history and biography to digital assistance and methodological
innovation, together these papers are suggestive of diverse extensions of Jon’s own
work in myriad computational and experimental mathematics laboratories, his use of
visual proof alongside written formulas, his desire to succour reform, development,
and outreach, across educational and mathematical boundaries. The content matter
of these contributions truly builds on a subset of Jon’s interests and pursuits in
mathematical education, and functions as a living textual memory.



On the Educational Legacies of Jonathan
M. Borwein

Naomi Simone Borwein and Judy-anne Heather Osborn

Dedicated to the memory of Jonathan M. Borwein

1 Introduction

Jon Borwein was no stranger to being a catalytic agent between discourses and
disciplines, at times both derided and esteemed. In life, he often had a central role
in connecting people and ideas across diverse specialities and careers. Even in his
passing, his role as boundary broker [88] and catalyst continues as the community
reflects [5], including in this chapter.

During his life, Jon had many significant achievements touching multiple fields
of mathematical research. Within each of these fields he will be remembered for his
insights and contributions. This chapter discusses aspects of Jon’s academic interests,
which relate to all his mathematical research, and more broadly to his mathematical
and educational philosophy. Out of this multifaceted view of Jonathan Borwein
comemultiple ideas and frameworks, which, if taken up and further developed by the
community, may become lasting legacies withinmathematical culture and education.

It is a contention of this chapter that the highly connected and somewhat radical
philosophy and practice (praxis) of mathematics that Jon created and exemplified
in his life has the potential to be richly fruitful in the future of mathematics itself,
and particularly in mathematics education. That praxis was in development for his
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whole professional life, and may have been most fully elaborated in his conception
of experimental mathematics and experimental “mathodology” [14, p 32], for both
research and teaching.

Jon’s educational writing, such as in Proof and Proving inMathematics Education
[50, p 69–96], illustrates that praxis, as commented upon by the editors [50, p 4]when
they wrote

Jonathan Borwein, in his plenary chapter “Exploratory experimentation: Digitally assisted
discovery and proof” argues that current computing-technologies offer revolutionary new
scaffolding both to enhance mathematical reasoning and to restrain mathematical error. He
shares Pólya’s view that intuition, enhanced by experimentation, mostly precedes deductive
reasoning. He then gives and discusses some illustrative examples, which clearly show that
the boundaries between mathematics and the natural sciences and between inductive and
deductive reasoning, are blurred and getting more blurred.

Across Jon’s own work, he frequently ignored division lines that bifurcated math-
ematics and mathematics education, crossing seamlessly betwixt what are, today,
commonly seen as distinct enterprises.More than this, hismathematics was entwined
with art, music, history, science and an intense engagement with his fellow human
beings. Further, his seemingly effortless boundary crossing within mathematics [13]
is reflected in the depth and breadth of his mathematics as reflected in the five themes
of the Jonathan Borwein Commemorative Conference (JBCC) [15], from Analysis
to Visualization.

Throughout his life, Jon developed an understanding and philosophy of mathe-
matics that was influenced by Mathematical Humanism as described by Hersh [52],
seen in the light of experimental mathematics [4, 6, 12, 17]. This philosophy, one
that embraces a holistic approach to disciplines, infused his practice. These ways of
seeing, thinking, teaching and researching, as well as the digital impressions that Jon
left behind, constitute a rich reservoir that we draw upon in this work, and encourage
others to also draw upon.

In a sense, this chapter is about antitheticals: silos versus bridges (or sometimes
chasm-sized leaps) and schisms versus schism-spanning stewardship. Explored in
the context of mathematics culture and education, we represent this subject matter
through two branches of scholarship, with different bodies of knowledge, nomencla-
ture, style and interpretive sources. Methodologically, we draw upon very different
kinds of resources in addition to our memories and archives of Jon. The first is the
multifaceted community that Jon belonged to, especially as represented at the JBCC
panel discussion on education, and the second is the theory of schisms, divisions and
discipline formation.

Schisms and theory thereof are relevant, because mathematics and mathematics
education matters to so many people in so many capacities, some of which are
potentially conflicting. One such potentially problematic division, not universally
experienced, but potent, is between mathematics (as seen by mathematics academics
and practitioners in the world) and mathematics education (as seen by education
academics and school teachers).

We are cognizant of the fact that, depending on where one comes from, math-
ematics and mathematics education are defined differently, sometimes as part of a



On the Educational Legacies of Jonathan M. Borwein 105

whole enterprise, and sometimes as two distinct disciplines. Indeed, within the union
of the two (whether defined as distinct or not) there are various subcultures (e.g.
topologists, optimisers, educationalists, . . .) with different semantics, approaches,
literatures, styles and values. From the point of view of the aims and methodology of
this chapter, the same infrastructure of paradigmatic function applies andmuch of the
same broad patterns emerge independently of the particular divisions acknowledged
or focused upon.

There are four sections in this chapter: Introduction, Issues: Practitioner Voices,
Schisms: a Theoretician’s Voice and Jon’s Coda. In the introduction, we introduce
ourselves, the aims of this work, and the people and context of the JBCC. In Issues:
Practitioner Voices, we describe themes that arose in the JBCC panel discussion,
and link them to the published literature written by mathematicians and mathematics
educators on those same issues. In Schisms: a Theoretician’s Voice, we describe
theory of schisms, divisions and disciplinarity. In Jon’s Coda, we use examples from
his life to describe his philosophy and methodology, which throws fresh light on the
content of the previous sections of the paper, and offers examples of practical ways
forward.

We present various parts of what now follows as a dialogue between the authors.
This was a style Jon appreciated and has used previously [22]. We use this form of
presentation in an acknowledgement of the relationship between form and content
since we want the chapter to foster ongoing conversations.

1.1 Introducing the Voices

The two authors of this chapter are amongst Jon’s many collaborators, and in distinct
capacities have worked closely with him on matters relating to mathematical culture
and mathematics education. Both of us were, in different capacities, apprenticed to
Jon, in the ways he saw, managed and wrote about educational spaces and mathe-
matical spaces, and in the fluidity he saw and actively worked to create between the
two.

Naomi Simone Borwein is a scholar of literary and cultural theory who had an
intensely mathematical childhood, which from her early life included mathematical
discussions with her father, Jonathan Borwein, and inclusion in the broader math-
ematical milieu that surrounded him. She has had a lifelong love of and interest in
education, which has been actualised across a spectrum of disciplines throughout
her life. Further, her engagement with education has occurred across a range of con-
texts, from popular outreach in the form of “Math in the Malls” [43], to teaching
University classes in literature, to usability research for NIST’s Digital Library of
Mathematical Functions, to editorial collaboration with her father on various works,
including Tools and Mathematics: Instruments for Learning. Her most recent work
is in mathematical curriculum and pedagogy at Western University, Canada. Like
her father, Naomi is an inveterate boundary crosser, with University training across
Mathematics, Science, History and English. Naomi’s focus throughout her workmay
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be broadly categorised as cultural historiography but draws on this diverse body of
knowledge.

The second author, Judy-anne Heather Osborn, was appointed in 2011 by Jon as
the founding Educational Representative on the Executive Committee of his Priority
Research Centre CARMA (Computer Assisted ResearchMathematics and its Appli-
cations) at the University of Newcastle. In this capacity, Judy-anne Heather Osborn
worked with Jon for the last 6 years, before his death, on common goals relating
to mathematics education and educational research. Like Jon, Judy-anne Heather
Osborn has interests in history and philosophy as well as mathematics and educa-
tion. Indeed, at the conclusion of school Judy-anne Heather Osborn had wondered
whether to pursue mathematics or history, so it was resonant for her to read in Jon’s
Implications of Experimental Mathematics for the Philosophy of Mathematics [19]
that Jon had seriously contemplated the same choice, and chosen mathematics by a
hair’s breadth, at the last moment.

As part of the JBCC, the two authors organised a panel discussion called Maths,
Education, Research and Culture, which took place from 11:00am to 12:30pm on
Wednesday 27 September 2017. The intended purpose of the panel was to start
a dynamic dialogue between mathematics educators and mathematicians within
the conference, which extends to the broader conversation of which this paper
is a part. The two talks immediately preceding the panel discussion were there
by design, intended to spark discussion. They were “Investigating the Schism in
Math(s)/Education: a transcultural perspective”, by Naomi Simone Borwein, and
“About Jon: Learner and Teacher”, by Judy-anne Heather Osborn. Indeed, we had
hoped that the panel would address the nexus between mathematics education and
research practice, in light of Jon’s influence of innovative models for working and
being, and we assert that this hope was realised.

Panel members were chosen to represent the collaborative community both at
the JBCC, and as a cross-section of Jon’s collaborative world. The panel consisted
of representatives from the five conference themes, plus three additional experts, as
follows:

• Rob Corless standing in for Regina Burachik and Guoyin Li (chairs: Applied
Analysis, Optimisation and Convex Functions).

• Kathryn Holmes standing in for Naomi Simone Borwein and Judy-anne Heather
Osborn (chairs: Education).

• David H. Bailey (chair: Experimental Mathematics and Visualisation).
• Qiji J. Zhu (chair: Financial Mathematics).
• Richard Brent (chair: Number Theory, Special Functions and Pi).
• Veselin Jungic (keynote from preceding Satellite meeting: “Mathematics and Edu-
cation: Spirit, Culture and Community”, with expertise in Indigenousmathematics
education in the Canadian context).

• Brailey Sims (expert at the cusp between the secondary and tertiary mathematics
curriculum in Australia).

• Cyndi Garvan (interdisciplinary practitioner, Statistician in a College of Medicine
collaborating on Educational Development in the United States).
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The audience, who ultimately drove the conversation, represented a vast repository of
knowledge across different specialised areas, in proportions roughly representative
of Jon’s own collaborations. These included many eminent researchers and people
known for their advocacy and leadership within mathematics. The University-based
researchmathematicians and graduate students present spanned the five themes of the
Conference and beyond. Non-University-based participants included school teachers
and mathematicians in industry across a variety of roles including publishing. The
following broad stimulatory questions were posed to the panel:

Q1. Can research practices be fruitfully incorporated in school math(s)?
Q2. Can mathematics be taught in such a way that the general population does not

fear it?
Q3. How can we change mathematics research training to be more inclusive of a

diversity of people and cultures?
Q4. How do the specific characters and needs of the research areas affect the above

questions?

A free-flowing conversation emerged, of which Naomi took written notes as it
unfolded. In the next section, we discuss this practitioner conversation in relation
to both our own views as practitioners within Mathematics and Education, and in
relation to the scholarly literature written by Mathematics and Education practition-
ers and theorists.

2 Issues: Practitioner Voices

2.1 Overview

In this section, we draw upon the conversation that emerged in the JBCC panel
session. What transpired was an intellectually open forum in which a large number
of well respected people openly discussed many collective concerns of Mathematics
culture and Education. We have grouped the issues raised into three broad themes:
Diversity, Fear and Transformation.

The starred entries in this section represent paraphrased commentary by audi-
ence and panel members, which we present anonymously here with permission
of the speakers. Interspersed with starred entries are sections of dialogue between
the authors: NB stands for Naomi Simone Borwein and JO for Judy-anne Heather
Osborn. These vignettes give us the opportunity to extend and contextualise the JBCC
participants’ words; and more expansively are intended to provoke and promote fur-
ther dialogue beyond these pages. Each subsection is supported by some relevant
literature at its close.
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2.2 Diversity

Diversity is a contested word with many possible shades of meaning. We use it here
because it was used by the JBCC participants. We hope its meanings in context will
emerge from the following quotes.

* We are not where we need to be with diversity.
* It is especially important to recruit talent where we find it, and those talented
people come from diverse situations.

Most of the conversation around this topic focused on gender inequality.

* It is a very hard question, “how to move towards a warmer environment for
women in mathematics?”

* The “gender schema” of the male doctor, male philosopher, etc. is a subtext that
needs to be addressed.

* We are just not shifting that “male domain schema”.
* As a socialised male (in both India and Canada), I was always told “you can do
that”. I was always two steps ahead, for several years.

* In our current society, girls and boys are socialised differently, so whether we
like it or not “vroom, vroom fast cars” is not going to get many girls in. I do
think that marketing needs to change.

* In Australia, all recent advertising of maths in terms of careers had female
representation.

* There’s this disparity in what turns people off.
* I want to pick up on something that Naomi said, as far as the schism in math
research and math education goes. I was one of four men in attendance at a
Women in Maths Conference with 150 delegates—very different to the usual
numbers in which men dominate. The proportion of women in math education
conferences is more than 50:50. That’s part of the schism.

* There is an interesting story about an airline engineering project and an associ-
ated international high school competition. One year they surveyed the students
and asked them about their confidence in their parent’s advice. After the chal-
lenge, the boys still trusted their parent’s advice, but the girls did not. A possible
interpretation is that the competition led all participants to be more enthusiastic
about maths-related careers, but this affected trust in parental advice differently
for girls and boys due to girls potentially being more often told by their parents
to avoid maths careers, and boys more often to pursue them. Parental advice to
teenagers is important.

* In advanced high school maths courses nationally, there are twice as many boys
as girls, and this is in part responsible for what is happening at University.

* Even at the tertiary level this is going wrong. In Science intakes females out-
perform males, but by Honours level the numbers of girls have dropped dramat-
ically and it is very disproportionate.
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* A word of warning: female participation at PhD level in Australian Universities
is being driven by International Enrolment, which ismasking a drop inAustralian
female participation.

* There’s something that happens very early on in the education process which
has ramifications right through, and we don’t really understand it.

Ethnicity, race and culturewere also part of the conversation that started around diver-
sity. International comparisons led to conversation about the fact and implications of
what is sometimes called massification [45] of tertiary education.

* In India we have this idea of learning from the West, but in the West there is no
idea of learning from India.

* The general University rate in India is pretty high; there have been lots of changes
in the last 20 years though graduate school in mathematics is declining.

* Many countries are experiencing change. Acceptance rates have gone from 5–6
percent of elite, to 50–60 percent.

There was concern that, worldwide, university mathematics education systems are
not preparing people for the actual job market, and a desire to change this.

* In China there are around 4000 Universities and the government is asking that
600 of them be reversed into vocational schools.

* In the past 20 to 30 years, the Chinese education system has experienced a vast
expanding of Universities—10 million students in any year. When the students
graduate, they often cannot find a suitable job.

* There is a mismatch between the educational goals and the job market. From the
literature, this problem is not unique to China.

* In the 1950s and 60s, there were different systems: Professional and State Uni-
versities, which taught in different ways.

* Should we consider one method of teaching mathematics for all, or different
methods for different career orientations?

JO: What JBCC participants are saying is reminiscent of conversations that I often
hear or participate in, in the corridors and tea rooms of Maths Departments.

NB: Also, there was an evident willingness and interest in addressing these issues
and finding solutions.

JO: Yes, and a many-faceted approach to understanding causes, and on the large
scale this does seem to be working, slowly.

NB: Yes. There is a deeper layer to the discussion, which can be understood as
the social and political dimensions of math education. This topic has been the
focus of an ICME survey [59]. The discussions in the panel are imbued by
this theme, for instance, in the commentaries about gender, and about China
and India versus “Western” math education and institutions. Both the ICME
topical survey and the panel discussions point to possible negative implications
of a lack of ability to incorporate diversity across several critical areas—see
Subsection 3.2.
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JO: Indeed, do we celebrate diversity, seek diversity, cope with diversity? In the
discussionofwomen inmaths, the sense seemed tobe relatively straightforward:
diversity is a good thing andwedon’t have enoughof it—there are various things
getting in the way including wider societal expectations so let’s fix that. By and
large that part of the conversation did not shine a critical lens uponmathematical
culture itself. When the conversation moved towards consideration of ethnicity
and race, there was some reflection that perhaps mathematical culture itself is
not perfect?

NB: Andnotwhatwemight conventionally consider it to be, as inRaju’smanuscripts
[73, 74].

JO: Exactly—this is where the decolonisation idea starts to occur in the literature,
in Raju as you say, and more indirectly in books like those by Joseph [58].

NB: In fact, Raju outrightly calls it “academic censorship” in 2017 [72]. The third
part of the conversation about the effects of massification, in this context is the
commodification of mathematics education, and more broadly tertiary matricu-
lation; these issues are raised indirectly in the discussion related to paradigmatic
ideas in Subsection 3.1, where I unpack schisms through theory and critical
examples, discussing works by Beecher and Trowler [8] and Clark [31].

JO: Yes, people are grappling with this and it’s difficult. There are all kinds of
issues about privilege and justice and opportunity. It is not obvious to me what
the answer is in choosing and designing what to teach to whom. I value being
respectful of differences in people’s goals. Yet I also have an awareness of the
sociological priming which biases who has which goals in the first place.

The literature reflects these concerns. For instance, in the gender context, Hill et al.
[54, p 22] cite an extensive body of research showing that in general “women are
more likely than men to prefer work with a clear social purpose” and that “most
people do not view STEM occupations as directly benefiting society or individuals”.
Yet if women are directed towards more evidently “nurturing” courses because of
this understanding, it can preclude their access to STEM careers [85, p 21], and thus
become a self-fulfilling prophecy. See also [2]. The point is perhaps evenmore potent
in the context of class.

Many studies show the seriousness of the disparities in terms of numbers, which
tend to be similar worldwide. For instance regarding women, “In the United States,
for example, 45% of undergraduate mathematics degrees are earned by women, 24%
of mathematics PhDs go to women and women constitute 17% of tenured univer-
sity mathematics faculty” [78], p 972. Comparing this more broadly with academia
generally “The proportion of women among full-time faculty in US colleges and
universities peaked at 36 percent in 1879, declined to 22 percent in the early 1960s
(Bernard, 1964), and only surpassed its 1879 level in 2004 (AAUP, 2005)” [67].
Thus the under-representation of women in academic mathematics is part of, but
more extreme than, a general under-representation in academia.

Every one of the JBCC speculations on causes is reflected in a large literature
which also contains multiple strategies addressing these causes—for instance, see
the 2017 UNESCO report [87]. As one example, in our allied disciplines of physics
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and computer science, Hill et al. [54, p 28] report “Research ... demonstrates how
small improvements in the culture ... such as changing admissions requirements,
presenting a broader overview of the field in introductory courses, and providing a
student lounge, can add up to big gains in female student recruitment and retention”.
Overall, from school maths through to mathematical careers, there is a narrowing
gap between female and male participation and success [49, 54].

2.3 Fear

The theme of math fear was pervasive.

* I would like to speak to Question 2 (Can maths be taught so that the general
population do not fear it?) because that is my favourite. I would like to relate
two experiences, one about teaching math to my 9-year-old granddaughter, and
another about teaching stats to women physicians in my course. For the students,
I find that if they are successful then they are not afraid anymore. That’s what
I try to figure out—how to teach so that they understand something, and can
successfully do a data analysis or something. In the case of my granddaughter,
she had missed something about what place value means, which meant she was
strugglingwith rounding. I took her to lunch and she got a fortune cookie, crossed
out the fortune and instead wrote, “I hate math” and said “See granny that is my
fortune”. When I found out what her gap was and she understood, then she loved
math and she didn’t fear it and didn’t hate it anymore.

* When students are successful and genuinely understand, the fear and hate go
away.

* Aprofessor ofMathsEducation and formermaths teacher once toldme thatwhen
school students plaintively asked her, “When am I ever going to use this?”, she
learnt that her best response was “So when did I lose you?” She said it might
have been two weeks back. Whenever it was, once the student understood again,
they no longer seemed to care about the “When will I ever use this?” question.

* A lot of teachers themselves have math anxiety. We need to do a better job of
making the fear go away for the teachers.

* Something like two-thirds of maths teachers in junior high school do not have
mathematics training and are insecure in what they are doing.

* What is the cause of maths fear? I wonder if our practice at University, of always
setting maths exams in which it is possible to get 100%, is partly to blame? A
grade distribution that includes 100% is unusual, compared with the humanities.
It could be responsible for the common societal view that some people are just
really smart, and those people can do maths and get 100% every time. While the
rest cannot. Such a dichotomy could be driving fear.

* There is something that I call the Dark Side of Mathematics. I think as a com-
munity, we need to at least be aware of this part of mathematics.
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* It is important to look at adult numeracy in men and women and think about that
in terms of levels of maths anxiety in people . . . there is a case to be made that
there is significantly more “maths anxiety” for girls.

* “Maths anxiety” in girls in schools is something that has been happening since
way back; it is leading to this issue, and I don’t think that we have been able to
crack that.

NB: So if you were to distill this commentary down to one overarching topic, theme
or impulse, it would be math in the community: how math is conceived in a
community, fear of math at a cultural level and a communal level, sub-stratified
by many cultures of math and education, all of which encompasses individual,
personal, family and community engagement.

JO: It is also verymuch about “school maths”, and that has a verymixed reputation.
NB: Some children are naturally adept at math, but they get overly stressed by speed

tests; some adults do too! It has this incredibly negative feedback loop even
for advanced children. In fact, it can have just as much of an adverse effect on
advanced children as it does on a child who might struggle. Obviously there is
a place and time for this type of test, but judiciously used.

JO: The comment about the “dark side of mathematics” intrigued me, and since
the speaker did not get a chance to elaborate on the day I made contact and
asked for clarification afterwards. The speaker wrote: “For me the dark side of
mathematics is mathematics as a source of fear and hate; mathematics used as
a tool of judgement; and mathematics used as a tool of manipulation.” Detailed
elaboration from the speaker on all three aspects includes the following:

– “Almost in every class that I visit, and I visit Grades K-12, there is a group of
students that act like they are somewhere far away from that math classroom. I
understand this as a demonstration, in a passive way, of dislike and animosity
towards mathematics.”

– “In my view, the mathematical academic totem pole has a strange power to
influence the sight of some of the mathematicians/math instructors on it: when
those mathematicians/math instructors look up the pole, everyone seems very
close, almost equal to them, but when they look down everyone seems very,
very far away.”

– “Supporting political or other arguments by lists of numbers, calculations, and
tables that are incomprehensible for the general population is, in my view a
dark way of using mathematics.”

I find this view and these examples very insightful.

Expressions of a combination of fear and hate are strewn through decades of the
literature [25–27, 41, 42, 44, 46, 55]. Hersh and John-Steiner [53, p 303] describe
a survey in which 40% of adult participants said that they hated mathematics. By
contrast, in the same survey, 25% said it was their favourite subject, a fact that shows
the complexity of the issue. Swan [83] quotes an example in which an adult woman
describes her childhood experience: “I dreaded Friday mornings as this was the time
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for speed maths .... Whatever was not completed in this time had to be written out
in full along with the answers ten times each. ... began to get me in tears before the
weekly exercise task had even begun.”

Further, the comment that many teachers do not have proper maths training is only
part of the story of fear—it is not just qualifications that count. The book by Liping
Ma [65] describes how certain teachers of mathematics in China, with generally
lower formal qualifications than their US counterparts, nonetheless had a generally
deeper and more accurate understanding of the mathematics they taught, due to
regular discussions with their colleagues about the meaning of the material and how
best to teach it.

2.4 Transformation

This section is about change, both the kinds we can guide and choose, and the kinds
that occur without our choice. The section is also about cause for hope, and the desire
expressed by participants for renewed and active stewardship of mathematics.

* As Mathematicians we need to evolve our teaching. In a former life, I was
teaching a tough crowd of Biology and Business Majors in America, whom I
had for a class in Calculus. I really invested in those students and found ways
to make the mathematics meaningful to them. They appreciated it. Then when I
was teaching Integrals to Mathematics Majors, after I had done the official part
of it I said, “You know what guys I am going to give you the same pitch I gave
to my applied class. This is the picture of what it really means.” The students
were very appreciative. They said, “Why didn’t we ever do this before?”

* There are so many examples in a History of Mathematics course or any Human-
ities course to explain things, but it is never done.

* Neither wants to talk to the other.
* In Physics courses there is an opportunity to helpMathematics by saying “Here’s
a real application of Mathematics”. This often does not happen—the course is
designed in such a way that the mathematics is not needed.

* We need to be incorporating IT withMath Education and theMathematics Com-
munity, or is that a very good example of a schism?

* Everyone is guarding their own turf: its silos.
* The Mathematics Majors whom I was teaching: at the point I gave them the
applications-based pitch, they already liked maths. It is not going to hurt to
make them like it more!

* I have recently been teaching maths in schools on Practicum as part of teacher
training, which I am doing alongside my current role teaching and researching
mathematics at University. I can tell you that it is not enough to have a good
grasp of maths and a love of maths, in order to teach it well in secondary schools.
A big factor is, the school environment is so driven by external tests and speed.

* It’s a time race.
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* Our system encourages school students to rote learn.
* It is all about responding as an automaton, the students aren’t really learning
mathematics.

* Listening to people, it seems that there is a general agreement that there is too
much testing and getting answers for exams, which turns students off. It would
be better if we could get them using tools and exploring mathematics, as well
as more mental arithmetic, which can be turned into a game—of which there is
some discussion in the book “Surely you’re joking, Mr Feynman”. At present
many students don’t do maths because they are afraid that they won’t get good
marks.

* There’s a move against it now. The HSC1 is dead, it just hasn’t fallen over yet.
* As a professional research mathematician, I find myself uniquely qualified or
unqualified because I have never had a teaching appointment in my career, but
I have seen at first hand through the experiences of my four daughters and what
they were struggling with when they were learning mathematics at school.
I was shocked when they said that they had a homework problem to calculate the
asymptotes of a tilted hyperbola.What in theworld do you need this kind of thing
for? That was part of the curriculum when I went to school and I was shocked
that this had not changed. With the huge wave of technology, it is shocking how
little has changed. I personally think that technology of the computer offers a
compelling new platform for teaching mathematics.

* The whole process of discovery by the very best mathematicians—in our quest
for purity, we have erased that experience. Why can’t we resurrect that and make
it part of the mathematical curriculum?

* That motivation and discovery and excitement, as Jon talked about—it would
go a long way to getting us out of the stone ages of mathematics education.

* If you have not got good teacher training, then you will not have teachers who
are able to embrace new areas of mathematics. There is a huge inertial force. It
all comes down to having a very well-trained versatile teaching force.

* Somehow the mathematics profession has to recognise the need for ongoing
math education for teachers.

* Teachers do not have time to “sit and reflect”.
* At present, teachers do not have to be confident in numeracy or love maths to
end up teaching maths in schools. How do we help?

* We have to recognise that teachers need more opportunities to improve as maths
teachers. I think that they want to: it’s a political issue.

* Teacher training has become over-regulated and beholden to external accredita-
tion. Specific qualification courses “squeeze out” space.

* There is a place for more involvement from Maths Faculty in training teachers
how to teach maths.

* We have to be good stewards of our field.

1Australian “Higher School Certificate” exam.
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* It is a duty of a mathematician to be a custodian of the discipline, to do outreach
and to get into schools.

* Outreach takes a huge commitment. One of the sad things is that the ability of
research mathematicians to get into schools and do outreach is being squeezed
out, because of the huge pressure to have success in research within one’s own
faculty.

* Most academics are academics because they love their discipline and they want
to do outreach, but it is a role that has dwindled. It is bundled up in professional
silos. It has become a business and whatever becomes a business gets filtered.

* Most people really underestimate the effect of portraying mathematicians and
tech people in the movies, overwhelmingly caricatured in ridicule and stereo-
typed as overweight socially inept figures. People see this and think “this is
definitely not my crowd”.

* We have to get through to Hollywood.
* Helping with the “Life of Pi”, which Jon did, and helping with outreach, has
great power.

The closing anecdote of the Education-Led Panel Session resonated with hope, a
sense of “not giving up on people”, and the power of curiosity.

* I was visiting this outreach program in a small school on an island off the coast.
The teacher said, “These are kind of slow kids so don’t expect too much”. This
kid asked me if I had heard of Graham’s number. I said “Yes I know Graham’s
number.” I asked “What do you know about Graham’s number?” The kid had
found out about it from the Internet and said “it’s the biggest number used in
mathematics”.

NB: What we’re seeing here is really a whorl of ideas that embody the notion
of transformation. We are seeing different angles from which math can be
viewed, both theoretically and in a concrete context, in relation to neighbouring
disciplines and fields. There is a migration of mathematics across disciplines,
such as computer science.
The accompanying cordoning off and bifurcation of community is an example
of what I term a “passive schism”. These neighbouring disciplines have mean-
ingful contributions to make to each other, and can be part of building a richer
math education community together as a group, but the “passive schism” keeps
them from enriching each other.

JO: Thinking about the computer science /mathematics schism leadsme to amathe-
matical insight and relatedminor teaching epiphany:maybewe are not teaching
the most generally useful algorithms for addition and multiplication at school?
The point for me is that we are bionic people, extended by our tools. Thinking
as a numerical analyst shows that the difference between the algorithms is the
requirement for working memory. School algorithms are suitable when paper
is ubiquitous since it extends working memory. But when the hands are busy,
school algorithms are next to useless, which may explain why they are not
retained.
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Silos as a theme tie straight back to the previous discussion on fear, because
it relates to meaning. I think that the pure versus applied division or schism is
terribly important, and I think that teaching in a decontextualised way increases
fear and mystification for many students. In a way it is part of maintaining an
elite, closed-off, inaccessible mathematics (even though that may not be what
we intend).

NB: Yes, some of these ideas about the nature of what an algorithm is and how
that interfaces with our understanding of the body–mind synergy (or divide)
in relation to math teaching and math tools has been explored in different
capacities by Paul Drijvers, Ulrich Kortenkamp, Nathalie Sinclair, Richard
Noss, Celia Hoyles, John Monaghan, Luc Trouche, and Jonathan M. Borwein.
With the exception of Jonathan andUlrich, much of this research has been done
under the auspices ofmathematics education—a silo. But, on fear,mystification
and mythification, I will note if you go to a conference in mathematics, it is
accepted that you will only understand a fraction of any topic that you hear
because they are so specialised. There is an acceptance of that kind of esoteric
culture.

JO: Indeed, and the trouble is that the language and notation can be exclusionary.
That’s part ofwhat Jonwas on aboutwhenhewrote about and used visualisation
extensively. He said in one of his talks, “pictures are more democratic, but they
come from formulas”.

NB: Math has its own life and power. As many scholars note, it is a language with
many dialects, much like any other language: for example, English, Spanish or
French. There is a distinction between math and numbers, which in my mind
I see as existing in nature, in a philosophical sense. If we think about it or
apprehend it that way, then it should be something that everybody can access.
The commentary about Jon and the Life of Pi reflect his unique philosophy of
math education. He was trying to address a much broader spectrum of people
than conventional math education as a discipline would expect or understand,
in terms of disciplinary norms.

JO: I thought everyone was trying to teach everyone everything.
NB: But there is a very careful selection of who learns what.
JO: The school curriculum as documented is about universal access.
NB: None of those provisional doctrines or legislation actually make it happen.
JO: As the JBCC participants say, what is also critical is a well-trained flexible

teaching force that is willing and able and empowered to introduce new math-
ematical thinking into the curriculum.

NB: When Jon wrote about Homo Habilis Mathematicus, he was advocating a new
way of thinking about math education. Indeed, Jon labels the experimental
mathematician Modern Homo Habilis Mathematicus where Australopithecus
meets Homo Aestheticus with digital literacy and math tools. The term was
playing on the extinct human ancestor, but it was also embodying the modern
experimental mathematician as a math educator caught between two cultures
[14]. For Jon, those cultures were old and new: Enlightenment era versus mod-
ern. But for me, and from conversations I had with him while he was writing
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“The Life of Modern Homo Habilis Mathematicus: Experimental Computa-
tion and Visual Theorems”, (Chapter 3 of Tools and Math), he was also playing
with the idea of how experimental math sits between themathematical research
culture and the culture of math education. That’s because experimental math
is an education tool.

JO: Yes! It has been claimed byDavis et al. (2015, p. 61) that conditions are in place
for transformation in mathematics education on the scale that accompanied the
industrial revolution.

Transformation can disrupt divisions. The divisions noted in the JBCC conversation
are reflected in the literature. For instance, even back in 1973 the renowned mathe-
matician and educator Hans Freudenthal [47, p 72–73] discusses: a “demathematized
physics”, and how at a conference on teacher training the suggestion that computers
be included was “met with stony silence”. Yet he calls this a “pure accident. If a few
computer people had been present at the conference, they would have hooked in on
the subject and proposed a complete course in numerical mathematics”.

The division or schism between pure and applied is part of the story [66]. Lave
studiedmathematics in “everyday life” and critiqued the hegemonic discourseswhich
treat the “everyday” as less than the “scientific” [64, p 78]. Freudenthal [47, 69–73]
writes about how mathematicians have a tendency to teach as though their students
will all become copies of themselves, and how this can lead to a deification of
beautiful isolated systems, with a likelihood that this will “stimulate an aversion to
mathematics”. In the same section, Freudenthal decries the associated omission of
applications from swathes of mathematics teaching.

There is a disconnect between school maths and the kinds of maths that people use
in their jobs or in making purchases in the supermarket, as was shown by studies by
Lave [64] and others cited within in the 1970s and 80s. In these studies there was no
correlation between (typically low) fluency in school maths-type tests, and (typically
high) fluency in the maths they used in their lives. One difference turned out to be
the algorithms. Participants were using techniques suitable for mental arithmetic,
without the aid of paper (because they were working in circumstances that needed
their hands for other things).

Lewis Carroll [29] wrote about the difference between algorithms suitable for pen
and paper calculation versus mental arithmetic in his Pillow Problems. He says that
for problems such as the “multiplying together of two numbers of 7 digits is no doubt
best done, on paper, by beginning at the unit-end, and writing out 7 rows of figures,
and adding up the columns in the usual way. But if would be very difficult indeed—to
me quite impossible—to do such a thing in the head. The only chance seem to be to
begin with the millions, and get them properly grouped; then the hundred-thousands,
adding the results to the previous one; and so on. Very often it seems to happen, that
the easiestmental process looks decidedly lengthy and round-about when committed
to paper.”

Major change is possible and the literature supports this. Davis et al. [36, p 61]
wrote in 2015, “we close this chapter by observing once again that each of the major
transitional moments in school mathematics was, firstly, triggered by significant

http://dx.doi.org/10.1007/978-3-030-36568-4_3
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socio-economic shifts and, secondly, enabled by new ways of thinking about knowl-
edge and learning. We believe that both these conditions are currently being met
in Western societies. On the former, few would dispute the suggestions that current
socio-economic evolutions are on a par with those that accompanied the Industrial
Revolution. On the latter ... theories of embodiment are emerging from cognitive
science and other domains that challenge current conceptions of thinking and offer
new insights into mathematical knowing and learning.”

The literature also supports the fact that the philosophies ofmathematics education
are not what they were before. They have changed, hence have the capacity to change
again. For instance, the work of Seymour Papert may have seemed radical 60 years
ago, but it is now being embraced by eminent mathematics educators such as Celia
Hoyles and Richard Noss, [56, 57]. Similarly, Jonathan Borwein and people he
worked with and mentored such as Nathalie Sinclair were/are all swimming against
the stream of the common philosophy that views mathematics as disembodied and
universal [52]. Lave [64, p 78] is doing the same when he writes “The dichotomy
between mind and body underlying Western epistemologies provide the framework
for a similarly dichotomized sub-classification of rational and scientific modes of
thought in opposition to primitive, non-rational, or irrational ones.” Lakoff andNũnez
[63, p xiv] do similar when they write in 2000 of mathematics that “One of the great
findings of cognitive science is that our ideas are shaped by our bodily experiences—
not in any simpleminded one-to-one way but indirectly, through the grounding of our
entire conceptual system in everyday life.” Further, Lakoff and Nũnez cite Reuben
Hersh as a major influence on their thinking, as he was for Jon [22].

The above synoptic review of various bodies of literature that bolsters and accom-
panies the major discussion points (or threads) by panel members. We are now going
to explore these threads in terms of schisms, divisions and disciplinarity.

3 Schisms: A Theoretician’s Voice

Thus far in this paper we have foregrounded “problems”, with brief references to
the theory of schisms, divisions and disciplinarity. Now we do the opposite and
foreground the theory, with brief indications of where it may assist with mitigation
of these issues. This approach is the result of the ongoing discussion in this paper on
“problems inmotion”, which do not have fixed once-and-for-all solutions. Hence this
work is at least as much about methodology for finding solutions, and resolutions, as
it is about solutions themselves. In this section, we begin to more rigorously address
the dynamic theoretic issues at work.

Lexicographically speaking, the Oxford English Dictionary [81, p. 1286] defines

A schism is a division, separation, disagreement, discord or disharmony between two groups–
often tinctured by political agendas of factions.

Schisms permeate Mathematics Education problems in ways that we cannot ignore
if we want to solve them. The issues raised within the JBCC Panel Discussion are
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important and have been intransigently difficult. They have a long history and litera-
ture, throughout which is woven one or more schisms that impedes their resolution.

This section provides the groundwork for interpreting the final section, which
then delves into the relationship between experimental mathematics methodology,
humanistic philosophy of mathematics, and education.

3.1 Schisms, Theory, and Critical Examples

There are complicated factors to consider in critically examining schisms and divi-
sions, including the vectors of culture and society at large, territories and terrains of
academia, issues of interdisciplinarity, increasing sub-disciplines, conflicting epis-
temological frameworks and more. The literature is rife with examples of the math
education schism. Each variant showcases a different permutation of the conflict, in
different institutional systems, and across pedagogical, cultural, or individual levels.

• Mike Rose’s 2012 article on the “Academic-Vocational Schism” [77] relies on the
notion of practical versus conceptual value.

• Bharath Sriraman and Günter Törner examine the mathematician-didactician
schism [24, p 662].

• Conversely in 2013, Peter Sullivan et al. [82, p 476] examine “this apparent
schism”; they see visible traces in the Australian curriculum, and approaches to
teaching in the classroom.

• Then, others scholars, like C. K. Raju and his article “Epistemic Divide in Math-
ematics” [74, p 1], extend the ideas of Martin L. Abbott et al. [1] in Winning The
Math Wars: No Teacher Left Behind (on issues of the US curriculum, and concep-
tual knowledge for teachers). This is also seen in the patterns of disciplinarity in
academic culture that burgeoned out of C. P. Snow’s seminal Two Cultures [80],
as briefly noted in our discussion section. The list goes on and on.

Broadly speaking, it is necessary to contemplate the idea of academic tribes and terri-
tories. Scholars have written extensively on the nature of academic schisms, outside
math(s)/education. What can we learn about these divisions from critics like Collini
[32], Clark [31], Becher and Trowler [8], Trowler et al. [86], Nealon [71], Monroe
[69] and Davidson [35]? As Enzensberger intimates in Drawbridge Up [46, 70],
such divides are rooted in long-standing dualities, sometimes attributed to enlighten-
ment ideology and praxis. This has deeply influenced the twentieth-century critical
idiom; consider Thomas Kuhn’s [62] revolutionary work on scientific practice in the
humanities to unseat the binary of science and arts in the era of C. P. Snow [80].
The underlying trends within academic schisms can be thought of first through this
duality, and complicated by multi-, trans-, or inter- contemporary approaches.

To quote Collini’s introduction to the 2012 fiftieth anniversary edition [80, p xiiii]
of Snow’s Two Cultures:
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At the heart of the concept of the “two culture” is a claim about academic disciplines.
Other matters are obviously intimately involved—questions of educational structure, social
attitudes, government policymaking and so on. But if the concept is to possess any continuing
persuasiveness it must offer an illuminating characterisation of the divide between two sorts
of intellectual enquiry.. . .The map of the disciplines [is constituted by] contradictory, or at
least conflicting, forms. . .[complicated by]. . .the sprouting of ever more specialised sub-
disciplines and growth of various forms of interdisciplinary endeavour.

Such a commentary touches on sweeping trends that impact schisms. Many of
these concepts are important for understanding academic schisms, as pertinent to
Math(s)/Education. Building on the work by Trowler et al. in 2012 [86], we see
major shifts in the topology of academic knowledge, and the fields in which such
knowledge lies. These are reconstituted by

1. changing landscapes, shifting territories,
2. levels of analysis,
3. “massification and marketization” (Trowler [86, p 14]).

In Creating Entrepreneurial Universities, Burton Clark [31] calls the growth in
knowledge and the subsequent explosive growth in disciplines and their fragmen-
tation into sub-disciplines the most important change affecting “massification and
marketization” ([31]; [86, p 14]). In the shaping of fields, patterns of growth and frag-
mentation, alterity, politics, performative subjectivity, conflictingmethodologies and
the clash of subcultures (research, ecumenical and otherwise) come to bear.

3.2 The Micro and Macro Level

It is important to note that the divisions considered in the previous subsection are
visible at both the micro and macro level. After considering the work of Collini,
Snow, Trowler, Beecher and others, imagine how these patterns show up in relation
to mathematics education and research practice at the micro level of the regional
classroomand in the academic discourse at the transcultural/transnational level. “This
apparent schism” in math/education is visible at the micro level of the Australian
classroom. For example, take the implementation of the new Australian Curriculum
Mathematics [3] with a focus on 1) cross-curriculum priorities (e.g., Aboriginal
and Torres Strait Islander histories and cultures), and 2) general capabilities (e.g.,
numeracy, creative and critical thinking). Sullivan et al.’s 2013 article “Processes
and priorities in planning mathematics teaching” [82, p 478] expands on this issue:

These findings suggest that there is a disjuncture between teachers’ conceptualisation and
articulation of curriculum knowledge, and the ways in which it is represented in formal
curriculum documentation. This apparent schism has import for both classroom practice
and systems-level policy development and dissemination. Certainly, it suggests the need for
further research on how teachers express and employ curriculum knowledge. There is also
a need to work with teachers to develop ways of engaging with curriculum documents that
assist them in articulating important ideas to their students.
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Note that the above quote is the only example of the term “schism” appearing in the
JRME database search, and it is in relation to the Australian curriculum. This rarity
suggests the tenuous place discussions of such a schism have in established math
education discourse.

Applied to the classroom and the translation of curriculum-based knowledge for
teachers, it also reflects the same disjunct between or implementation ofmathematics
epistemology, but at the micro level of the Australian classroom. Issues that arise
from the same basic dynamic disjunct are visible at the transnational level.

The politics of math education can be seen at the macro level of international
culture. Here, divisions in math education take on vital transcultural considerations
of identity, community, minority and disability—echoing concerns about schisms
voiced at the JBCC panel discussion. Take the following example explored at Topical
Survey Group 34 of the ICME 2013 [60]. The resultant 2016 study Social and
Political dimensions of mathematics education by Murad Jurdak et al. [59] isolates
and delineates the social and political impact of what they view as five critical areas
in mathematics education.

The first two areas of [59, p 2] involve a) the equitable access and participation in
qualitymathematics education that focuses on ideology, policies and perspectives “in
different contexts and from different ideological perspectives” and b) activism and
the material conditions of inequality: the correlation between “achievement gaps”,
and “theory gaps”.

The third area of [59, p 2] is representative of distributions of power and cultural
regimes of truth: “It goes further to ascertain the critical role ofmathematics education
research in addressing key concepts such as mathematical literacy or modelling. It
concludes that the contributions on the political nature of mathematics itself provide
new insights into the political bias of the mathematics in the classroom”.

The fourth area of [59, p 2] revolves aroundmathematics identity, subjectivity and
embodied dis/ability: “emphasis on language and discourse informs this research,
and how new directions are being pursued to address the diverse material conditions
that shape learning experiences in mathematics education”.

And finally, the fifth area of [59, p 2] pinpoints the importance of economic factors
behind mathematics achievement: “the influence of national and global economic
structures”. Fundamentally, a convergence of western and non-western educational
systems with increased global mobility in research and social domains has led to an
influx of diverse mathematics cultures and identities; in turn these have increased the
necessity to renegotiate the terms of good practice. The survey by Murad Jurdak et
al. [59] exposes the nexus of issues related to schisms at the macro level.

3.3 Theory and Interdisciplinarity

This section is a theoretical look at issues of interdisciplinarity.
Some basic issues arise when navigating interdisciplinary collaboration, teach-

ing and research. Recently in a book on collaborative research, Marilyn Deegan



122 N. S. Borwein and J. H. Osborn

and Willard McCarty [38] and their contributors describe key areas where different
epistemological approaches are susceptible: visible in this is a gulf between disci-
plinary practice and personalities, lack of communication, perceived ownership of
disciplinary material and practice, and divergent outcomes and expectations:

• “[T]hings have gone horrendously wrong, often between individuals who are
supposed to be working closely together, but cannot bridge the personality—or
discipline—clash to understand each other’s approach” [84, p 222].

• Failures (the sustenance of schisms) “stem from a lack of communication. Per-
ceived slights of status or disputed “ownership” of published outcomes and this
would include ownership of content of the discipline [84, p 222].

• “Those in charge ofmanaging either side of the research have no real understanding
of the other discipline and require repeated correction of the same facts. . .which
cumulatively” impact work outcomes content [84, p 223].

• Lack of identifiable outcomes, “huge differences in what are perceived as accept-
able outcomes” [84, p 223].

• Understanding what a tool is, whether it is a practical “working tool” or juxtaposed
to excogitation and theorising about a potential working tool [84, p 223].

This schema of issues relates to work by Cathy Davidson [35], Trowler and Becher
[8] and others who all note that

• “[N]arratives of success, failure, compromise, change, and complication are, of
course familiar to anyone pioneering interdisciplinary structures” [35, p 216].

Math education, as an inherently interdisciplinary field and practice, falls prey to
these same basic division lines and complications. Likewise, clearly, transformation,
integration, and mediation are central to advancing any multidisciplinary field. In
The Oxford Handbook to Interdisciplinarity edited by Frodeman et al. [48], Cathy
Davidson extrapolates on where conflicts and issues arise between teaching and
research practice, building on the work of Rhoten and Pfrman (2007) [75]. These
include intrapersonal cognitive connections (cross-fertilisation of ideas and methods
between fields or disciplines), interpersonal collegial connections (team collabora-
tion, teams or networks that span fields and disciplines), interdepartmental cross-field
connections (field creation topics that sit at the intersection or edge of multiple fields
or disciplines) and stakeholders with community connections (problem orientation
multiple stakeholders missions outside of academia, such as those that service soci-
ety) (p 389). Such areas of conjunction and multidisciplinarity affect math education
in theory and practice. All of the aforementioned levels potentially give rise to con-
flicts or misunderstandings.

3.4 Standard Paradigms and Patterns

Of the myriad forms of math/education schisms, they all present the same standard
paradigms and patterns that lead to difficulties. These include cross-cultural conflict,
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divergent desired outcomes, a clash of academic or bureaucratic or scholarly and
mainstream needs and agendas, misapprehension of each other’s epistemology and
field, resistance to acknowledging disciplinary norms of other disciplines, an intellec-
tual disparagement of the humanities side of the dynamic (see Davidson [35], Collini
[32], Snow [80]) and combative response from the humanities. These standard pat-
terns or areas of mistranslation are all complicated by what Trowler et al. [86] more
broadly explores as changing academic landscapes, shifting territories, discursive
patterns of growth and fragmentation, and “massification and marketization” of aca-
demic disciplines in general (Clark [31]; Trowler et al. [86, p 14]). Overwhelmingly,
there is a call to understand the disciplinary practices and traditions of other fields,
to be the other, as structural and conceptual alterity in math/education. Drawing on
models posed by scholars like Cathy Davidson, Melissa Terras, Monaghan, Troche,
and Borwein, this requires a requisite ability to understand and internalise the needs
and viewpoints of other scholars, students, peers or groups, in the following six ways:

1. across disciplinary divides;
2. to create clearly defined “research expectations, publications, training, and project

management” ([84, p 223]);
3. an increasing knowledge of tools employed by both sides of the divide: whether

these are computational environments or abaci;
4. developing a communal nomenclature between mathematicians and mathematics

educators, and on
5. devising practical ways to decrease tensions that accrue based on technical and

non-technical issues as a way of alleviating resistance to adopting other disci-
plinary methods and tools; and

6. constructing real-world problems (applied) that integrate the conceptual and the-
oretical (pure), thus making interdisciplinary frameworks functional in working
or teaching environments across institutional levels ([84, p 224]).

(See C. Davidson 2010 [35]; Deegan and McCarty 2012 [38]; Rockwell 2012 [76];
Terras 2012 [84, p 220–227]; Monaghan, Troche and Borwein 2016 [68].)

Jon’s Coda, which follows, is a thoughtful extension of ideas Naomi first delved
into in her Plenary Talk “From Lipschitz to Homo Habilis Mathematicus: a case
study of Jon Borwein” delivered at the Math and Tools: Instruments for learning
workshop in Sydney, Australia on 29 Tuesday, November 2016. The section gives
biographical context to Jon’s research, in order to illuminate and expand upon his
philosophy, practice and many possible legacies.

4 Jon’s Coda

Jon was a vocal advocate and disciplinary father of modern (computational and)
Experimental Mathematics; the field is in fact both an educational and heuristic
tool and a philosophical way of doing and experiencing mathematics. It sits on the
boundary of pedagogy and research, and between proof and artefact. Jon’s method
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and research has impacted math education pedagogy despite the many disputes over
digital-assisted research and cross-disciplinary scholarship–hotbeds for “schisms”.
Take the example of ICERM’s report based on results froman important experimental
math conference held in 2011 [7]. The ICERM report on the conference states that
perhaps the most succinct definition of what exactly “experimental mathematics” is,
is given by Jon Borwein and Keith Devlin in The Computer as Crucible [39], which
made Klaus Peters’ vision a reality.

An example of the deep and transformational collaboration that Jon was involved
in is given by the outcomes of the ICERM conference [7]. A large number of people
attended. They had working groups that approached all the different levels of trans-
parency and methodology and these groups came up with suggestions on how to
improve experimental math as a discipline. After these groups discussed their find-
ings, one from each group presented theirs. They had a huge round-table discussion
(itself a valuable education tool), and they came up with criteria for the report—and
chose people to write the report, to fact check and finalise the document. The cen-
tral thrust of the report was a demand for transparency in experimental methods for
research and education. There was a call for data and methods used in published
papers to be accessible online so they could be fact checked. Their basic mandate
is linked to re-inventing mathematical education through technology: “Providing
evidence-based rationales for experimental mathematics in the classroom,” using
computer-based tools and direct, hands-on experimentation, to build a new genera-
tion of researchers: computer-based mathematics for a cadre of twenty-first century
computer-savvy students eager to press forwards with these tools.

This vision for transformation is expressed inmajor reports. The ICERMreport [7,
p 4] concludes “. . .the entire process of mathematics education, from elementary to
advanced levels, needs to be rethought. At the least, much ‘experimentation’ will be
required to see which approaches really work”. In the ICMI report, the definition of
“experimentalmathematics is the use of a computer to run computations—sometimes
nomore than trial-and-error tests—to look for patterns, to identify particular numbers
and sequences, to gather evidence in support of specific mathematical assertions that
may themselves arise by computational means, including search” [50, p 1].

In a sense, more than some other fields, experimental mathematics is a perfect
marriage of tools and math, research and education.

4.1 Experimental Mathematics in Education: Beauty and
Philosophy

Jon was fond of the following expression from Hardy [51] and quoted it often:

Beauty is the first test; there is no permanent place in the world for ugly mathematics. (G H
Hardy, A Mathematician’s Apology)

Jon’s approach to research was in part a product of his rearing—his mother was an
anatomist/botanist and his father was a summabilist. Jon also studied the Philoso-
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phy of Mathematics at Jesus College. However, two early pivotal research periods
strongly shaped Jon’s engagement with mathematical tools and education.

• In the mid-1980s:
Jon took a sabbatical in Limoges, and Trinity College, Cambridge. The Cam-
bridge stay provided work with mathematicians such as Preiss, the excellent old
math library at Trinity College and an opportunity to meet Yasamasa Kanada
of Japan. Limoges opened up many fruitful and long-standing interactions with
mathematicians worldwide, facilitated by Michel Théra. Jon also worked on the
Collins Dictionary of Mathematics with Ephraim Borowski [18], using the first
Casio portable and file cards on the grounds of a Chateau near Rilhac-Rancon
during his stay at Limoges.

• Moving to SFU and starting the Centre for Experimental and Constructive Math-
ematics (CECM):
The second pivotal moment coincides with Jon’s move to Simon Fraser University
(SFU), the founding and directorship of CECM [30] in 1992 where being awarded
the Shrum Chair of Science allowed him to extend his ambit to the Science and
Art of Math with proper funding. That is, it allowed him to develop a mathematics
research methodology based on scientific discovery.

Jon’s many other initiatives have been included, but were by no means limited to
The Organic Maths Project [21], The Dalhousie Distributed Research Institute and
Virtual Environment (D-Drive) at Dalhousie [34] and the Canadian Coast to Coast
Seminar Series (C2C) at SFU [28], followed by the Priority Research Centre for
Computer Assisted Research Mathematics and its Applications (CARMA) [33] at
the University of Newcastle, Australia. In the translation from D-Drive to C2C then
CARMA, Jon’s use of Big Data, satellite technology and Big Images, continued to
evolve. These periods and events time stamp important moments in the development
of Jon’s research aesthetic and tool set.

Jon’s engagementwith visualisation, and the nature of beauty, stem from a human-
ist philosophy of mathematics, which as a movement “has bloomed” in the last two
decades and been a direct influence on “mathematics teaching” (Davis, Hersh and
Marchisotto, [37, p xv]). “The idea of mathematics as a human creation has been
advocated many times, by Aristotle, by the empiricists John Locke, David Hume,
and John Stuart Mill, and by many others” (Hersh [52, p 182])—its relationship to
sociocultural and historical “human experience” as a metaphysical concept. Such a
dichotomist rationale is at the base of, or spans, theMathWars divide, through perpet-
uation of old distinctions between science and arts. As Jon practiced it, his humanist
philosophy of experimental mathematics was trussed to computer-assisted computa-
tional interfaces, exploratory scientific observation and approaches, and visualisation
as beauty-proof-transcendent form. All of this amounted to “insight” and intuition.

This acknowledgement of the importance of “insight” in mathematics education
has resulted in volumes being produced across decades that extend from teaching
how to do “experimental mathematics” to lesson planning in works like “Dynamic
Composition of Math Lessons” (Kellar, Borwein, Watters et al. [61]), “Digitally
ActivatedMathematics for a Brave NewWorldWideWeb” [20], andAn Introduction
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to Modern Mathematical Computing (Borwein and Skerritt 2012 [23]). The reach
of his pedagogy was not lost on ICERM [7], which acknowledged the important
pedagogical role of books like Devlin and Borwein’s Computer as Crucible [39] in
the development of current best practices for teaching (2012). Indeed, one of his later
publications, co-authored with John Monaghan and Luc Troche, explores Tools and
Mathematics: Instruments for Learning [68].

4.2 From Littlewood to Dawkins

Jon envisioned amathematical world inwhich John Littlewood andRichardDawkins
should collide, reflective of an approach where visualisations meet scientific method.
Long before current graphic, visualisation and geometric tools were available, John
E. Littlewood (1885–1977) wrote in his Miscellany [9] another caution that Jon was
fond of quoting [14, p 23]:

A heavy warning used to be given [by lecturers] that pictures are not rigorous; this has never
had its bluff called and has permanently frightened its victims into playing for safety. Some
pictures, of course, are not rigorous, but I should say most are (and I use them whenever
possible myself).

Jon notes “[a]esthetic criteria change: closed forms have yielded centre stage to
‘recursion’ much as biological and computational metaphors (even biological envy)
have replaced Newtonian mental images with Richard Dawkins’ ‘the blind watch-
make”’, a chapter in a 2006 volume edited by Nathalie Sinclair, William Higginson,
and David Pimm [11, p 23].

The idea of teaching through more romantic and humanist philosophy that takes
into account history, science and arts influenced Jon’s research sphere. For instance,
Sinclair in Mathematics and Beauty: Aesthetic Approaches to Teaching Children
[79] does just that; she partly bases her argument on E. Dissanayake’s 1992 Homo
Aestheticus [40], extending a rather Darwinian understanding of man’s relationship
to form.

Jonathan Borwein’s work, like that of Nathalie Sinclair, highlights the blurring of
boundaries between inductive and deductive reasoning, and natural sciences, arts and
math: math as art, technology and science. And they continue to explore, as Jon did
for decades, “what most working mathematicians experience” [16], a relationship to
beauty, harmony and clarity [11, p 20]. It is more than an aesthetic or style problem;
it becomes a methodological approach to visual aids in the classroom. (See also
Borwein and Bailey’s article “Why mathematics is beautiful and why that matters”
[10, 16]).

Overarching facets of Jon’s philosophy that are born out in his methodological
approach to experimental mathematics in research and education include

i. a call for insight,
ii. intuition,
iii. experimentation,
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iv. exploration
v. and accessibility.

Jon would add to these the ability to capture interest through intrigue and mystery,
as well as promoting a strong sociocultural engagement with material.

These integral elements are strengthened by a Renaissance approach to education,
emphasis on both science and the arts (be it Mathematics or Aesthetics) fortified
by modern technology (science) and experimental mathematics. Through aesthetics
and applications, the rigour and beauty of mathematical precision should, as Pólya
thought and Littlewood less convincingly suggested, be brought into the classroom,
hastened by a dose of intrigue, fun and social engagement. These elements were all
a part of Jon and the way he presented mathematics, independent of platform, space
or audience.

5 Conclusion

As Jon knew, a dialogue is sometimes the best place to start in order to catalyse
change. Jon was actively trying to catalyse change in mathematics education, in
many ways, which included but was by no means limited to publishing in the area.
Everything Jon didwas about trying to reach out and educate people aboutmathemat-
ics, and mathematics education was one of his primary focuses. He was constantly
working on increasing stewardship and decreasing anathema amongst the mathemat-
ical community.

The three ultimate goals of this chapter are 1) to continue and promote an ongoing
academic discourse or discussion about change, 2) to chronicle what transpired at
the Education-themed session of the JBCC and 3) to analyse Jon’s many possible
legacies to mathematical education.

These legacies are deeply rooted in the heuristics and methodology Jon devel-
oped alongside his work in modern experimental mathematics—itself an education-
research based praxis. Jon advocated experimental mathematics as a teaching tool.

The idea of a schism is in diametric opposition to theway Jon viewedmathematics
education, theway he practiced research and theway he taught. This is a potential that
the rest of the mathematical community has an opportunity to take up and develop.

The humanistic philosophy of mathematics that he engaged with is in fact part of a
new cultural shift that has evolved along with the use of computational visualisation,
digital-assisted learning and research. It is our understanding that Jon was a part of
this cultural shift.

The animated discussion that took place during the Education-led Panel of the
JBCC exposes the necessity of discussing diversity, hope and change, silos, meaning,
but there would not have even been any discussion if it were not for the direct
acknowledgement of underlying divides (or schisms) within math education, and a
genuine interest in collectively and creatively addressing those divides.
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How Mathematicians Learned to Stop
Worrying and Love the Computer

Keith Devlin

How I learned to stop worrying and love the bomb,
subtitle to the 1964 movie Dr. Strangelove

The modern, programmable, digital computer grew from theoretical mathematical
results obtained in the 1930s and 40s by mathematicians such as Alan Turing (1912–
54) in the United Kingdom, John von Neumann (1903–57), and Alonzo Church
(1903–95) in the United States. Indeed, both Turing and vonNeumannwere involved
in the design and construction of early digital computing devices formilitary purposes
in their respective countries during the Second World War.1

Yet, when digital computers became available for scientific work, starting in the
1950s, hardly any (pure) mathematicians made use of them. Indeed, that state of
affairs continued through the 1960s and the 1970s, and well into the 1980s, a period
in which the computer grew to be a ubiquitous tool in the natural sciences, in engi-
neering, and the worlds of business and finance.

1While the results of Turing, von Neumann, and Church gave a theoretical underpinning to the
subsequent developments of computers, it is clear that the technology would have been developed
anyway, and indeed such advances were already underway. For example, Konrad Zuse took out
patents for computing devices in 1936 and 1941. And the ENIAC, 1943–46, was designed by
engineers Eckert and Mauchly, before von Neumann became involved in the project. Moreover,
theoretical and practical work on computing devices was done much earlier by Pascal (1642),
Leibniz (1674), and Babbage (1822).
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While mathematicians’ seeming lack of interest in computers might have seemed
strange—indeed paradoxical—to anyone outside the field, to those on the inside it
was not at all surprising. The computer had little to offer to the vast majority of
research mathematicians.

There was no paradox here. Society’s widespread layperson’s assumption that
mathematics is essentially “higher arithmetic”was always completely off base: (pure)
mathematicians study abstract patterns and relationships.2 For themost part, they use
logical reasoning rather than numerical computation. Indeed, the early mathematical
work on computing by Turing, von Neumann, Church, and others focused entirely on
the theoretical concept of computation. Were it not for the demands of the war effort
at the time, it is highly unlikely that Turing or von Neumann would ever have become
involved in the design and construction of physical computing devices (Pilot ACE
and the Manchester Mark I for Turing, ENIAC for von Neumann) and the execution
of actual computations (codebreaking in Turing’s case and the calculation of artillery
range tables and the design of the atomic bomb for von Neumann3).

To be sure, many applied mathematicians were quick to make use of the new tech-
nology, and specialized areas of mathematics such as numerical analysis grew con-
siderably with the availability of computers. But the vast majority of mathematicians
spent most of their time in day-to-day research activities that had remained largely
unchanged for over twomillennia. Theirwork progressed under awidespread, though
unstated, assumption that computers could not possibly play a role in the construction
of proofs of theorems.

That assumption was given a significant jolt in 1976, with the announcement
by two mathematicians in the United States, the American Kenneth Appel and the
German Wolfgang Haken, that they had made essential use of a computer to solve
a famous, long-standing open problem in mathematics: the Four Color Problem.
Dating back to 1852, the problem had all the hallmarks of a theoretical problem for
which a computer might be of no help. It asked for a proof that any map drawn on
a plane can be colored using at most four colors so no two countries that share a
stretch of border are colored the same. The answer will be yes or no; it is not about
calculating a number.

If you try a few cases, say with maps of countries, states, or counties, you quickly
start to believe the answermight be yes.Butwhat about fictitiousmapswith thousands
of regions, designed to require five or more colors? How do you deal with that
possibility? Since there are infinitely many possible map configurations, it is not
possible to prove the answer is yes by trying to color every possible one, even with
a fast computer.

Ormaybe the answer is no.A computer could perhaps be used to solve the problem
in the negative; you could let the computer generate map after map and try to color
them until it finds one that cannot be colored with four or fewer colors. Since the
number of possible coloring configurations for a given map is finite, that could work.

2The term “higher arithmetic” has acquired a special meaning in the mathematical world. That is
not what I am referring to here.
3Making my title for this article a bit more than an irresistible play on words.
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But if the answer to the problem is yes, that approach would never end. To solve the
problem affirmatively, which is what the majority of mathematicians believed was
the case, a logical argument would be required.

Attempts to solve the puzzle by many mathematicians over the years ended in
failure, until Appel and Haken eventually came up with an approach that worked.
Their approach did indeed involve a logical argument, but on its own that argument
did not solve the problem. Rather, they were able to show that if every map in a
specific collection of 1,476 particular map configurations could be colored with at
most four colors, then the same would be true for all maps. The two researchers then
wrote a computer program to examine all possible four-color coloring schemes for
those 1,476 maps in turn to see if, in each case, it could find one that worked for that
map. That task would have taken too long for a human to complete, even a team of
humans, but their computer completed the task in a few months. (Today’s computers
could do it much faster.) The computer search proved successful, and the Four Color
Problem became the Four Color Theorem. Mathematics had entered a new era.

Initially, the Appel and Haken proof generated a considerable amount of contro-
versy amongmathematicians, many of whom regarded the use of a computer to prove
a theorem in the same way sports fans object to the use of performance-enhancing
drugs. But when, over the ensuing years, a number of other theorems were proved
using arguments that likewise required use of a computer, the objections gradually
died down. The writing was clearly on the wall—or rather, on the computer screen.
As in many other walks of life, for mathematics, the computer was here to stay.

Even so, for the vast majority of mathematicians, things remained the same.
Proving a new result still required the construction of a suitable logical argument.
The only new twist was that it became accepted that the argumentmight, on occasion,
depend on the successful execution of a computation (often an exhaustive search
through a large but finite sets of possibilities), and such arguments were accepted as
legitimate proofs. Referees of papers submitted for publicationwould check the logic
in the traditional way and either take the computation on trust or, if feasible, arrange
for an independently written computer program running on a different computer to
check that the computational part did as the authors claimed.

Notable examples of computer-assisted proofs, as they became known, are

• Proof of Feigenbaum’s universality conjecture in nonlinear dynamics (1982),
• Proof of the nonexistence of a finite projective plane of order 10 (1989),
• Proof of the Robbins conjecture (1996), and
• Proof of Kepler’s sphere packing conjecture (1998).

There were also cases where computers were used to establish negative results; for
example,Odlyzko and teRiele’s disproof of theMertensConjecture (1985). But since
such examples were rare, mathematicians, by and large, continued doing business
as usual. The only time they used a computer was for email, after it was introduced
in the 1980s, and for typing manuscripts. As things turned out, that latter use of
computers for manuscript preparation provided the final impetus that resulted in the
American mathematical community embracing the new technology for teaching and
research.
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In 1978, the Stanford mathematician and computer scientist Donald Knuth
released the first version of his mathematical typesetting system TeX, which enabled
mathematicians to type their own books and papers using a regular computer key-
board. Special commands were used to product Greek letters and mathematical sym-
bols, and the program took care of organizing the layout on the page so that it was both
mathematically correct and esthetically pleasing. There was a fairly steep learning
curve as a new user mastered the typesetting language, which was made somewhat
easier with the appearance in the early 1980s of LaTeX, a more user-friendly front-
end package for TeX, developed by Leslie Lamport of SRI.

So great and so obvious were the benefits of using LaTeX, that some mathemati-
cians quickly adopted it, but even with LaTeX there was still a significant learning
curve, and many were put off. They could still see the advantages of typing their own
manuscripts, however, and so they went with one of a number of what-you-see-is-
what-you-get, mathematical word-processing systems that offered drop-downmenus
of alternative alphabets andmathematical symbols, an approach that wasmuch easier
to learn but did not produce the elegant page layout you got from TeX.

In 1987, Richard Palais of Brandeis University wrote a series of articles for the
American Mathematical Society Notices, surveying for mathematicians the various
mathematical word processing systems that were available at the time. The interest in
those articles was sufficiently strong for mathematicians at the AMS to start talking
about the society taking a proactive role in helping the community take advantage
of the new working possibilities that computers were starting to offer, not only in
preparing manuscripts but also in teaching and research. That led to a decision for
the Notices, which was sent to all members ten times a year, to introduce a regular
section “Computers and Mathematics”, that would serve both to provide inspiration
for mathematicians to make greater use of computers, and to act as an information
exchange for the various possibilities computers offered in their work.

That same year, 1987, was also when I moved from the United Kingdom to the
United States, to spend a year as a Visiting Professor at Stanford. My host, Jon
Barwise, was the mathematician the AMS asked to edit the new Notices section, and
the two of us talked about the upcoming new column on a number of occasions.

Asmathematicians,we both had spectators’ interest in the use of computerswithin
traditional mathematics—indeed, Jon attended the lavish event launching SteveWol-
fram’s new mathematical software system Mathematica on June 23, 1988—but our
main interests took different forms. Jon’s interest was primarily that of a logician,
and he soon began working with his Stanford colleague John Etchemendy to develop
instructional software to teach formal logic (Turing’s World, Tarski’s World, and
Hyperproof). My focus was more as part of my growing interest in what would
become known as mathematical cognition, where the focus was on studying math-
ematics as a mental tool, looking at how it arose, and how it related to, fitted in
with, and complemented other forms of thinking. From that standpoint, the use of
computers to assist in doing mathematics was but one component of what I would
end up calling “mathematical thinking”.

The “Computers and Mathematics” section launched in the May/June 1988 issue
of the Notices, with Barwise leading off with an essay in which he declared that the
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goal was to reflect, both practically and philosophically, on cases where computers
were affecting mathematicians and how they might do so in the future; to act as an
information exchange into what software products were available; and to publish
mathematicians’ reviews of new software.

Barwise edited the section through to February 1991, after which the AMS asked
me to take it over. I held the reins from the March 1991 issue until the AMS and I
decided to end the special section in December 1994. The reason? That six-and-a-
half-year run of the special section had achieved the intended goal. The computer
had become a staple tool for mathematicians, both in teaching and research.

The general format of each column was to start with some form of editorial
comment, then, frequently, a feature article solicited by the editor, and then a number
of reviews of new mathematical software. In all, we published 59 feature articles, 19
editorial essays, and 115 reviews of mathematical software packages (31 features,
11 editorials, and 41 reviews under Barwise, 28 features, 8 editorials, and 74 reviews
under me).

At around the same time the “Computers and Mathematics” section was starting
up, a number of mathematicians were developing a new subfield of mathematics
called “Experimental Mathematics”. In this field, one of the primary goals in using
computers was to formulate conjectures that could subsequently be proved by con-
ventional means—which cast the computer as an additional weapon in the pure
mathematician’s armory rather than a completely separate technological endeavor.
In 1992, a new journal with that name as its title was established by the American
mathematicians David Epstein, Silvio Levy, and the German-American mathematics
publisher Klaus Peters. And in the fall of that year, the Canadian mathematicians
Jonathan and Peter Borwein sent me their article “Some Observations on Computer
Aided Analysis”, written to introduce their new field to the mathematical community
at large, which I published in the October issue of “Computers and Mathematics”.

At the same time as the computer was starting to changemathematics research and
applications, various instructors brought it into their classrooms. Computer Algebra
Systems such as Mathematica and Maple were used to teach calculus in a new way,
and a number of new textbooks to support such teaching came onto the market. Some
of the articles and product reviews in “Computers and Mathematics” were devoted
to the increasing use of computers in the world of university mathematics education.
Things were starting to move very quickly.

When he introduced the last section he edited, Barwise had written:

Whether we like it or not, computers are changing the face of mathematics in radical ways,
from research, to teaching, to writing, personal communication, and publication. Over the
past couple of years we have seen numerous articles about these developments.

Computers are even forcing us to expand our idea about what constitutes doing mathematics,
by making us take much more seriously the role of experimentation in mathematics. (I draw
attention to a new journal devoted to experimental mathematics below.)

One view of the future is that mathematics will come to have (or already has) two distinct
sides: experimentation, which can exploit the speed and graphics abilities of programs like
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Maple and Mathematica, to allow us to spot regularities and make conjectures, and proof,
very much in the style of today’s mathematics. . . .

Whether we applaud or abhor all these changes in mathematics, there is no denying them by
turning back the clock, anymore than there is in the rest of life. Computers are here to stay,
just as writing is, and they are changing our subject.

It is surely obvious from those final remarks that the computer was seen as something
of a threat by some mathematicians, and the “Computers and Mathematics” section
was not without its detractors.

Taking over a month later, I began by saying that:

This column is surely just a passing fad that will die away before long. Not because math-
ematics will cease to have much connection with computers, but rather, quite the reverse:
the use of computers by mathematicians will become so commonplace that no one thinks to
mention it any more.

When I wrapped up the section 4 years later, I wrote:

With its midwifery role clearly coming to an end, the time was surely drawing near when
“Computers and Mathematics” should come to an end. The change in the format of the
Notices, which will take place at the end of this year, offered an obvious juncture to wind up
the column. . . .

The disappearance of this column does not mean that theNoticeswill stop publishing articles
on the use of computers in mathematics. Rather, recognizing that the use of computer tech-
nology is now just one more aspect of mathematics, the new Notices will no longer single
out computer use for special attention. I will drink to that.

The child has come of age.

And so mathematics moved on. In 2004, Jon Borwein and David H. Bailey pub-
lished (together with coauthors in two cases) the first of what would be three major
research monographs on experimental mathematics, and in 2008, Jon and I pub-
lished our expository text The Computer as Crucible: An Introduction to Experi-
mental Mathematics [1]. A year later, Wolfram released Wolfram Alpha, an online
computational tool that, among other things, was able to execute practically any
mathematical method or procedure—faster and more accurately than any human,
and with effectively no restrictions on data size.

The computer had, by then, completely revolutionized all of procedural math-
ematics. Only the pure mathematicians, who focus on finding proofs of precisely
worded theorems, remained almost entirely unscathed by the revolution.

In late 2016, after I learned of Jon’s tragic early passing, I looked back on my own
mathematical work in the 20 years after I edited my last Notices “Computers and
Mathematics” section, someof itwith Jon.My reflections promptedme to pen—more
accurately type (on a computer)—an opinion piece for the Huffington Post, which
was published on January 1, 2017, with the startling, but absolutely accurate title:
“All the Mathematical Methods I Learned in My University Math Degree Became
Obsolete in My Lifetime” [3]. For the fact is, that over a period of just under a
quarter-century, during which time I moved from working in pure mathematics (i.e.,
focusing on proofs) to making use of mathematics to solve large-scale, real-world



How Mathematicians Learned to Stop Worrying and Love the Computer 139

problems, my daily experience of doing mathematics changed from using methods
and executing procedures to putting problems into a form where I could apply a
powerful computational tool such as (in my case) Wolfram Alpha or Mathematica.4

True, by then I was no longer a pure mathematician, so my experience here is not
typical of pure math. But it is typical of the way doing math has changed for the vast
majority of mathematicians in the world. Besides, no one can look at the computer-
intensive work of Jonathan Borwein and David H. Bailey in Number Theory, where
they also use Mathematica, and pretend it is anything other than pure math. To be
sure, some puremathematiciansmake hardly any professional use of computers aside
from email and an occasional Google search. But for a great many, the computer is
now an integral part of how they carry out their work.

That then is the story of how mathematicians learned to stop worrying and love
the computer. I could go on, and dig much deeper into the details. But, given the ease
with which, given a few key issues (and associated key words), we can now all dig
down on our own, I’ll let you get a sense of the mathematical computer revolution
by browsing the image gallery associated with this short article. The gallery can be
viewed as a browser-playable slide presentation at

https://www.icloud.com/keynote/0C-SmMChXRYKuvGeWFTwz8l3g#Borwein
PaperIMAGES and as a browser-viewable or downloadable PDF file at

https://web.stanford.edu/%7Ekdevlin/BorweinPaperIMAGES.pdf
Further Reading

For a complete index to everything published in the “Computers andMathematics”
section of the AMS Notices, see [4].

Accessible books the reader may find helpful are: [1, 2, 5, 6]
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Crossing Boundaries: Fostering
Collaboration Between Mathematics
Educators and Mathematicians in Initial
Teacher Education Programmes

Merrilyn Goos

Dedicated to the memory of Jonathan M. Borwein, a visionary
supporter of collaboration between mathematics educators and
mathematicians

1 Introduction

There is great diversity in the structure of, and approaches to, mathematics teacher
education across the world [1]. In many countries, however, secondary pre-service
teacher education programmes are structured so that future teachers of mathematics
learn the content they will teach by taking courses offered by the university’s math-
ematics department, while they learn how to teach this content by taking content-
specific pedagogy courses within the university’s education department. Such pro-
gram structures provide few opportunities to interweave content and pedagogy in
ways that help develop professional knowledge of teaching. These structures also
make it difficult for mathematicians and mathematics educators1 to gain a mutual
understanding of each other’s roles in preparing future teachers or to generate a
commitment to collaboration in addressing joint problems [2]. These are some of the
challenges that were addressed by the InspiringMathematics and Science in Teacher
Education (IMSITE) project, one of a suite of large-scale national projects funded
by the Australian Government with the purpose of driving: a major improvement
in the quality of mathematics and science teachers by supporting new pre-service

1We acknowledge the inadequacy of these categories for distinguishing between the two disciplinary
fields and those who work in them (see Fried, 2014).
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programmes in which faculties, schools or departments of science, mathematics and
education collaborate on course design and delivery, combining content and peda-
gogy so that mathematics and science are taught as dynamic, forward-looking, and
collaborative human endeavours [3].

The IMSITEproject aimed to achieve the purposes outlined above by: (1) fostering
genuine, lasting collaboration between mathematicians, scientists, and mathematics
and science educators who prepare future teachers and (2) identifying and institution-
alising newways of integrating the content expertise ofmathematicians and scientists
with the pedagogical expertise of mathematics and science educators. The second of
these aims provides the focus for this chapter, which discusses ways of integrating
mathematics content and mathematics pedagogy in secondary pre-service teacher
education programmes.

2 Project Context and Overview

The project involved a partnership between six Australian universities2 that varied in
terms of their institutional grouping, geographical location, pre-service programme
structures, characteristics of the university student population, and characteristics of
the students and schools to be experienced by graduating teachers. These variations
ensured that the outcomes of the project were evaluated and embedded in a diverse
range of institutional, geographical, and socioeconomic contexts.

The core project team comprised 23 university academics who were either educa-
tion academics (mathematics and science teacher educators) or discipline academics
(mathematicians and scientists). Each partner university’s project team included at
least one education academic and one discipline academic.

The project built on a diverse range of interdisciplinary strategies already piloted
or envisioned in the partner universities. Thus, no single model of pre-service teacher
education that privileges one structure for degree programmes, oneway of combining
content and pedagogy, or one form of collaboration between discipline and educa-
tion academics was promoted. This approach generated a coherent suite of teacher
education strategies that were shared and tested in new contexts, and fostered new
collaborations between universities with common interests.

Previous publications have reported on processes of interdisciplinary collabora-
tion between mathematicians and mathematics educators working on the IMSITE
project [4, 5]. Conditions enabling collaboration included personal qualities such
as open mindedness, trust, mutual respect, shared beliefs and values; and a com-
mon or shared problem, usually centred on supporting the professional learning of

2It is appropriate here to acknowledge the significant role played by Jon Borwein in advocating
for the University of Newcastle to be part of the IMSITE project. As Director of CARMA Jon
built bridges between mathematicians and mathematics educators, in ways that aligned with and
foreshadowed the IMSITE project’s aims. His support for the project was substantial, providing
both mentoring and financial support for project staff. We are proud to claim IMSITE as part of
Jon’s legacy.
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pre-service teachers. Conditions potentially hindering collaboration included the
physical separation of the buildings where mathematicians and mathematics edu-
cators worked; university workload formulas and financial models that failed to
recognise or reward interdisciplinary collaboration; and cultural differences between
disciplines. This paper additionally examines the products of interdisciplinary col-
laborations. It identifies some characteristics of teacher education programmes that
draw on the expertise of mathematicians and mathematics educators to integrate
content with pedagogy in preparing future secondary school teachers.

3 Theoretical Background

The conceptual framework for the project drew on twomajor theoretical sources. The
first isWenger’s [6] social theory of learning, and in particular the notions of commu-
nity of practice, boundary practices, and brokering between disciplinary paradigms
[7], to understand how the perspectives of mathematicians and mathematics edu-
cators can be coordinated and connected. The second concerns the construction of
professional knowledge for teaching, to explore forms of knowledge that need to be
addressed by teacher education programmes. When the project began, there were
few known instances of productive interdisciplinary collaboration in the design and
delivery of pre-servicemathematics teacher education programmes inAustralia, even
though it has long been argued that both mathematicians and mathematics educators
have an important role to play in the preparation of teachers [8].

Research on the role of subject matter knowledge and pedagogical content knowl-
edge in mathematics provided the rationale for combining content and pedagogy in
ways that aligned with the aims of the IMSITE project [9]. The design of the project
rested on the assumption that the preparation of prospective mathematics teachers
must include the development of subject matter knowledge as well as pedagogi-
cal content knowledge, that is, knowledge of how mathematics is learned; how to
select, represent and sequence the big ideas, examples, and topics; how to deal with
misunderstandings and conceptual blockages.

In mathematics education, numerous research studies have demonstrated that
teachers need both content knowledge and pedagogical content knowledge (e.g.,
[10]), in particular, because both types of teacher knowledge predict students’ math-
ematical achievement [11]. However, these types of knowledge are clearly related:
content knowledge alone is insufficient for effective teaching, but it does form the
basis for development of pedagogical content knowledge [11].

4 Research Methods

Each participating university prepared an initial implementation plan, building upon
existing or envisioned collaborative initiatives and interdisciplinary strategies. The
first task of the project was to identify and collate these strategies under headings
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that captured three phases in pre-service and beginning teachers’ career trajectories:
(1) Recruitment strategies that promote teaching careers, (2) Innovative curriculum
arrangements that combine content and pedagogy, and (3) Continuing professional
learning that builds long term relationshipswith teacher education graduates.Strate-
gies identified at this stage included developing elective courses onmathematics edu-
cation for inclusion in undergraduate mathematics programmes, new programmes
that prepare specialist primary mathematics teachers (which differ from the usual
preparation of generalist primary teachers in Australia), and online networks of
graduates to support their continuing engagement with new mathematics content
and mathematics pedagogy. In the first year of the project, each of the six universi-
ties implemented a selection of strategies so that each strategy was trialled by at least
two universities. In the second year, participating universities undertook to imple-
ment the second set of strategies that had been successfully trialled in the previous
year by other universities in the project team. In the third year, participating universi-
ties were encouraged to partner with another institution outside the project team that
wished to adapt and implement some of the new teacher education strategies trialled
in the first two years of the project. Through these processes, project approaches and
outcomes were progressively adapted, tested, and transferred to new contexts.

Representatives of the full project team held regular teleconferences and face to
facemeetings to share practice and foster collaboration between universities. Individ-
ual university project team members held more frequent meetings—often at weekly
intervals—to support interdisciplinary collaboration and design new recruitment,
coursework, and continuing professional learning initiatives. Interviews were con-
ducted in the first and third years of the project with the lead mathematician and
mathematics educator at each of the project universities to investigate the processes
and products of interdisciplinary collaboration [4, 5]. Each university also provided a
written annual report that described activities and outcomes mapped against the two
project aims of fostering interdisciplinary collaboration and integrating mathemat-
ics content and mathematics pedagogy. The interviews and annual reports provided
evidence to address the aim of this paper, which is to characterise the products of
interdisciplinary collaboration between mathematicians and mathematics educators
in pre-service teacher education.

5 Towards Integrated Models of Teacher Education

Working between discipline communities and education communities requires the
development of new practices that draw on the expertise of individuals from both
communities. Evidence of these practices was seen in three ways: co-developed
and co-taught courses, primary pre-service teacher education programmes designed
specifically to integrate content and pedagogy, and approaches to building commu-
nities of pre-service mathematics teachers. As the focus of this paper is on preparing
secondary teachers, it illustrates the first and third of these approaches.
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5.1 Co-developed and Co-taught Courses Integrating
Content and Pedagogy

Courses that integrate content and pedagogy for secondary pre-service teachers were
either further developed or designed and implemented in four of the partner univer-
sities. Two examples are summarised below. Mathematical Content Knowledge for
Lower Secondary Mathematics Teachers is offered in the Bachelor of Education
(Secondary) programme at University A. It was co-designed and is co-taught by a
mathematician and mathematics educator who had a prior history of collaboration.
The mathematician described the motivation for developing the course:

Well it’s a subject specifically aimed for [...] pre-service maths teachers. The university has
never had a subject like that and I’m not aware of many around the planet even. But it
was a need that [mathematics educator] had expressed to me early on. [Her] opinion had
been formed by her own students that they were getting a bunch of subjects in the maths
department, that they felt as though didn’t really prepare them for the maths they were going
to teach in the classroom.

Student learning outcomes include developing deep content knowledge of lower
secondarymathematics represented in theAustralianCurriculum [12], understanding
the links between these mathematics content areas, investigating and communicating
mathematical ideas, and understanding the historical and socio-cultural development
of mathematical ideas.

Reflective Communication inMathematics was developed and is delivered collab-
oratively by a mathematician and a mathematics educator from University B to give
non-education students an opportunity to explore teaching (e.g., students are enrolled
in Bachelor of Engineering, Bachelor of Mathematics, Bachelor of Advanced Math-
ematics, Bachelor of Arts programmes.) The course was also made available to
pre-service Bachelor of Mathematics Education students. In addition to coursework,
students undertake private mathematics tutoring and participate in a range of math-
ematics outreach activities that bring secondary school students and their teachers
to the university, for example, in ‘Work like a mathematician’ excursions. Intended
learning outcomes include demonstrating the ability to analyse one’s own under-
standing of mathematical concepts, demonstrating pedagogical content knowledge
to explain mathematical concepts, and demonstrating technical and communication
skills to explain mathematical ideas in creative ways. The intent of the course is to
provide a ‘risk free’ experience in teaching to students who are not enrolled in a
teaching degree, in order to encourage them to consider a future career in this field.
However, the mathematician and mathematics educator who delivered the course
also recognised unanticipated benefits for pre-service teacher education students
who were taking the course as an elective. The mathematician commented:

We both realised that [these students] had not made the connections between their maths
subjects, their pedagogy subjects, and themaths that theywere going to be teaching at school.
This was the first subject that they had where we were talking about both at the same time,
taking it further than anything had been taken—like take the syllabus from high school, push
it into where it goes to university where they come back and talk about how might you teach
it so that you get those outcomes.
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The significance and innovation attached to these integrated courses needs to be
understood in the context of institutional barriers to collaboration experienced by the
mathematicians and mathematics educators in Australian universities. One mathe-
matician commented on the difficulty of getting ‘things like what we do to be recog-
nised in workload models’, because jointly taught courses are treated as invisible
‘extra work’. Another expressed frustration at financial models that discourage uni-
versities from sharing course income between different disciplines, even when these
disciplines are contributing equally to course design and delivery as in the IMSITE
project. One of the major achievements of the project was in overcoming some of
these barriers so that workloads and funding were shared between the mathematics
and education departments responsible for the new integrated courses.

5.2 Communities of Pre-service Mathematics Teachers

At the time the IMSITE project was conducted, pre-service teacher education pro-
grammes for secondary mathematics teachers typically involved either an under-
graduate Education degree, a dual degree such as Bachelor of Science/Bachelor of
Education (BSc/BEd), or an initial discipline-specific Bachelors degree followed by
a one year Graduate Diploma in Education or a two year Master of Teaching. In all
models, content and pedagogy are taught in separate courses. In dual degree pro-
grammes it is typical for mathematics content courses to be taught first, in the BSc
component of the programme, and pedagogy courses some years later, in the BEd
component. This means that pre-service mathematics teachers take their mathemat-
ics content courses together with a much larger group of BSc students who are not
planning to become teachers, and they may not even be aware that there are other
aspiring teachers in their content classes. The lack of a cohort experience in the
early years of a pre-service teacher education programme makes it difficult to build
a sense of community amongst prospective mathematics teachers, and could lead to
unwanted attrition. This was a shared problem identified by the mathematician and
mathematics educator at University C when they realised that they taught the same
pre-service secondary teacher education students:

Then I think you and I just started chatting one day ... and we thought, you know what? You
teach the students maths and I teach them education. We should at least be sharing what
we know about the students; starting to compare contrast, talk about issues, retention. We
started talking about the fact that we would lose some of them. [mathematics educator]

UniversityCoffers a five year dual degreeBachelor of Science/Bachelor ofEducation
programme, where overlap between mathematics and education courses does not
occur until the third year of the programme. For this reason, the mathematician and
mathematics educator participating in the IMSITE project collaborated to create
early cohort experiences for pre-service mathematics teachers. For example, in a
compulsory first year mathematics course, rather than randomlymixingmathematics
education students in tutorial groups with non-education students, they are allocated
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together to special tutorials taught by former secondary schoolmathematics teachers.
Regular lunches and social events are also held to bring together later year pre-
service students with first year mathematics students who have not yet begun their
education studies, for networking and sharing of experiences. An alumni conference
has been held for the past three years wheremathematics pre-service teachers nearing
the end of their programme participate with recent graduates, mathematicians, and
mathematics educators in a professional development day. The purpose of all these
cohort-building activities is to create a strong sense of mathematics teacher identity
and community from the earliest stages of the degree programme, and extending
beyond graduation.

6 Concluding Comments

Internationally it is rare to find research or teaching collaborations between mathe-
maticians and mathematics educators [2]. The IMSITE project has shed some light
on how such collaborations can work, and what their outcomes might be. Within
the universities participating in the project, there was evidence that these collabo-
rations can contribute to curriculum development in teacher education courses and
programmes that meet the needs of a diverse range of institutional contexts. There
were also instances of collaboration between participating universities. This was not
a simple process of transferring resources or courses from one institution to another;
instead, each university had to recontextualise and transform the approaches origi-
nally developed elsewhere to suit its own circumstances. It could be argued that this
process of appropriation and transformation was crucial to the embedding of strate-
gies in new contexts because it required amutually beneficial exchange of knowledge
and understanding. There was less evidence of IMSITE strategies being taken up by
universities outside the project, possibly because of the lack of existing or potential
collaborations between academics from the two disciplines.

It will also be important to monitor the longer-term impact of the IMSITE project
over the next five to ten years. In particular, a limitation in the project design was
the lack of data from pre-service teachers. This limitation could be overcome in a
future study by analysing enrolment, attrition, and graduation trends; and by admin-
istering longitudinal surveys of pre-service teacher attitudes, content knowledge, and
pedagogical content knowledge.

The IMSITE project provides an example of how research might bring together
mathematicians and mathematics educators with the aim of improving the prepara-
tion of future teachers of mathematics. Fried [2] notes that the fields of mathematics
and mathematics education have been moving further apart for many years, as math-
ematics education research has become more aligned with the social sciences and
mathematics research with the exact sciences. Not only do these two fields differ
in the kinds of knowledge they generate, they also have different ways of pursuing
knowledge. Fried [2] argues that the key to collaboration lies in acknowledging these
differences, rather than members of each community trying to ‘convert’ each other
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to what they cannot be. Nevertheless, in the IMSITE project, although there were
differences in the nature and extent of interdisciplinary collaboration, it was common
for participants to recognise ‘that each side is looking in the same direction but with
very different, complementary eyes’ [2, p. 15].
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Mathematics Education in the
Computational Age: Challenges and
Opportunities

Kathryn Holmes

Dedicated to the memory of my colleague Jonathan M. Borwein
and his enthusiasm to challenge conventional thinking.

Jonathan Borwein was a pioneer in Experimental Mathematics; mathematics made
possible through the use of computers. He wrote, with his colleague David H. Bailey,
that this approach to mathematics had the potential to help mathematicians gain
insight and intuition, visualise mathematics principles, discover new relationships,
test and falsify conjectures, explore possible results to see if they merit formal proof,
even to suggest approaches for formal proof, to replace lengthy hand derivations and
to confirm analytically derived results [1]. While acknowledging the central role of
formal proof in mathematics, they saw the potential for computational techniques
to advance the discipline. And indeed they did. Interestingly, while Experimental
Mathematics has been viewed as being at oddswith the notion of proof as the defining
feature of the discipline, we have recently witnessed the validation of a proof via
computational techniques [2].

In facilitatingExperimentalMathematics, computational techniques reveal insights
that would otherwise remain hidden. It is fair to say, however, that the type of explo-
ration and experimentation which is now supported by computers, has always taken
place inmathematics. Themathematical greats of the past engaged in ‘page after page
of trial and error experimentation ... exploratory calculations, guesses formulated,
hypotheses examined ...’ [3]. Now, this type of exploratory work can be supercharged
by computational techniques, accelerating both the pace of mathematical advances
and changing the types of developments that are possible.
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Given that the discipline of mathematics is changing in response to computational
techniques, should there also be a corresponding change in the way mathematics
is taught in schools? Conrad Wolfram, in his popular 2010 TED talk, argues that
computers allow us to focus on the interesting parts of mathematics rather than
computation. In contrast, he points out that the majority of school mathematics relies
on pen and pencil computational techniques, which he labels as the drudgery of
mathematics, and which can now be readily conducted with computers. He calls for
mathematics education to be less procedural, focussingmore onpractical applications
and conceptual understanding.

There are other reasons to consider changing how we teach mathematics in
schools. There is ample evidence that students shy away from advanced mathe-
matics in the senior years of schooling, preferring to take less demanding applied
mathematics courses or no mathematics at all. While this trend applies to all stu-
dents it is particularly acute for female students [4]. This is occurring at a time when
demand for STEM skills are predicted to rise, leading to forecasts of skills shortages.
There is also evidence that mathematics is widely disliked, causes anxiety amongst
some students and that students don’t see the relevance of the subject to their current
or future lives [5]. These issues have persisted for decades with little evidence of any
progress in countering the impact on student interest in mathematics [6]. Therefore, a
compelling case can be made that continuing the status quo will not deliver the shifts
desired in terms of student participation in and enjoyment of mathematics. So, while
it is clear that approaches to mathematics teaching and learning need to change, there
is markedly less clarity in relation to the nature of the required changes.

Debates over how best to learn mathematics have often focussed on the notions
of procedural and conceptual knowledge. While most teachers would accept that
it is desirable to develop both forms of mathematical knowledge, the best means
by which to do so remains contentious [7]. Some would argue that one first needs
to have a conceptual understanding in order to provide the learning of procedural
mathematics skills with purpose and relevance [8]. Others contend that it is difficult
to develop a deep conceptual knowledge without some fluency and automatic recall
of underlying mathematics facts and procedures.

There is evidence that the development of procedural and conceptual knowledge
can be thought of as being bi-directional and iterative, with learners experiencing
gradual gains in both domains over time. Also, both types of knowledge have been
linked to the development of ‘procedural flexibility’, a construct which relates to
learners’ knowledge of multiple procedures for solving mathematics problems and
their capacity to apply these procedures adaptively in a variety of situations [9]. But
how best might we develop procedural and conceptual knowledge and procedural
flexibility in our school students, particularly in a time awashwith new computational
tools? Thinking about the most fruitful ways of approaching mathematics teaching
in the future raises a number of significant questions:

• Is the learning of mathematical procedures necessary as a precursor to conceptual
understanding?
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• Does fluency in skills such as adding fractions, knowing times tables and fluency
in algebraic manipulation, promote and support the development of conceptual
understanding?

• Do procedural skills lead to an increased capacity to apply mathematics to new
contexts or to solve novel problems, i.e. procedural flexibility?

• Is our focus on the automaticity of possibly redundant skills leading to our students’
lack of interest in mathematics and reinforcing their perceptions of the irrelevance
of mathematics to their lives?

• While it seems logical that possessing procedural fluencywould not be a hindrance
to the development of mathematical expertise, is it a necessity?

• Could we interest more students in mathematics by making available all of the
computational tools that are currently available and that are regularly used in
STEM careers?

• Are we wed to our current chronological approach to mathematics teaching purely
because of historical precedent, thereby continuing a long tradition in the accepted
‘order of operations’?

Perhaps the central question we should be looking to answer is: ‘Which school level
mathematical procedures/algorithms are useful for promoting the development of
deep conceptual understanding?’ and then those that are not useful and can be
completed with technological tools could be discarded.

On a personal note, in the late 1970’s/early 1980’s scientific calculators were read-
ily available and were beginning to be permitted into senior school exams, removing
the need for logarithmic and trigonometric tables. Around this timemy father wanted
to teach me his manual algorithm for finding the square root of any number to as
many decimal points as desired. I resisted his attempts to teach me his method, as
I had ready access to a calculator which would do the same thing at the press of a
button. Despite not knowing how to carry out this calculation by hand, I did under-
stand the concept of the square root operation and when it might be useful in solving
a range of problems. I saw no need to learn a ‘by hand’ method and I was simply
not prepared to put in the time and effort to do so. It strikes me that in persisting
with teaching many of the algorithms and procedures that still remain in our school
curricula, that we are asking students to spend their time on developing skills that
have no place in their futures. They know, as I did with the square root algorithm,
that these skills are irrelevant. As a result, many are turning away frommathematics,
potentially limiting their future study and career options.

In addition to considering the salience of continuing to teach mathematical proce-
dures which canmore readily be conducted with technology, we should also consider
how learning with technology can ‘value-add’ to school mathematics. The Scratch-
Maths project addresses the links that can be made between learning programming
with a focus on mathematical concepts [10]. Such an approach embraces the tech-
nological world that students are now immersed in by capitalising on their inher-
ent interest in digital technologies. Such an approach shows promise for increasing
engagement levels in mathematics by allowing students to encounter mathematical
ideas through the digital world which pervades most aspects of their lives [11]. The
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ideas behind ScratchMaths echo the approach of Jonathan Borwein to advancing and
developing mathematical knowledge by leveraging the power of the computational
age. By integrating the learning of computer science and mathematics in the cru-
cial middle years of schooling, we may find new ways of sparking renewed student
interest in mathematics.

The field of Experimental Mathematics came about through Jonathan Borwein
and his colleagues’ willingness to embrace new technological tools, thereby leading
the advances not possible via traditional means. In doing so, he challenged traditional
ways of thinking about and doing mathematics. In a similar vein, perhaps it is time
to fully embrace the computational age in the teaching and learning of school math-
ematics, rather than persisting with traditional methods developed for the pre-digital
age. Those concerned with the current state of mathematics education need to work
to find a way to reform mathematics curricula for the computational age or we can
expect the current student exodus to continue.
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Mathematics Education for Indigenous
Students in Preparation for Engineering
and Information Technologies

Collin Phillips and Fu Ken Ly

1 Introduction

It is well documented that there is a disparity in both presence and performance
in Science, Technology, Engineering and Mathematics (STEM) subjects between
Indigenous and non-Indigenous students. Indeed, a two-and-a-half year achievement
lag has been observed in secondary schools for Indigenous students compared to their
non-Indigenous peers [2, 8, 9], and this has resulted in a push in Australian education
policy to close this disparity [6].

In September 2017, the Mathematics Learning Centre (MLC) at the University
of Sydney conducted a Mathematics Workshop as part of an intensive week-long
programme for Indigenous students organised by the Faculty of Engineering and
Information Technologies (FEIT). The programme was called the ‘STEM Spring
Workshop’ and one of its aims was to increase the Indigenous presence in STEM
subjects, both at the University of Sydney, and more broadly.

Fourteen students attended the programme (seventeen invited) fromyear 10 and 11
students who had attended other programmes for Indigenous students at the Univer-
sity of Sydney (http://engineeringaid.org/sydney-university-iaess/ and http://sydney.
edu.au/wpo/indigenous/summer-programme/index.shtml).

The selectionwas basedon supporting documents (including references, academic
records and personal statements), the recommendations of staff who had run the
other programmes, consideration of socio-economic circumstances, and a priority for
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including students whowere taking or likely to take the required level ofmathematics
for entry into an engineering degree. There was no additional explicit benchmarking
for ability and students came from both rural and urban communities. The students
travelled considerable distances from their home states of New South Wales, the
AustralianCapital Territory,Queensland, SouthAustralia andTasmania to participate
in the programme.

This paper describes the development, implementation and assessment of the
Mathematics Workshop from its early stages through to its conclusion, in view of
providing a useful resource for future initiatives of a similar kind. In this work, we
shall refer to the Mathematics component of the STEM Spring Workshop as the
Mathematics Workshop or just Workshop for brevity.

The philosophy of the MLC heavily influenced the Mathematics Workshop. As a
Centre, we have particular expertise in educating underprepared students for and at
University. Three principles inform our practice:

• Contribute to building a supportive, cooperative environment where all parties are
valued in contributing their individual perspectives.

• Employ ‘cultural plasticity’, i.e. be receptive to, learn from and adapt to the cultural
perspectives of others.

• Use feedback where students can have a genuine voice throughout the teaching
and development process to adapt, modify and evolve teaching modes.

We are very aware of the ways in which students may have previously experi-
enced mathematics. Before engaging in the ideas and concepts of mathematics, it
can be critical to know the student’s background, past experiences and culture, and to
overcome past fears that may have arisen because standard teaching has failed them.
For instance, students may have a different way of thinking and solving problems
that need validation. Some students are not inclined to invest in the mathematical
world unless or until there is a recognised real world application. Other students can
be principally motivated and enthralled by patterns, connections and systems that
have no direct, apparent practical application.

The ideas of mathematics itself also influence our practice and our philosophy.
Learning mathematics can be challenging for a number of reasons. Firstly, to learn
mathematics we need to engage with new concepts and ideas that may or may not
have been encountered in any other experience of life. Examples of these include the
formal mathematical concepts of a vector inner product, projections, exterior prod-
ucts, linear independence, complex numbers, number theory, category theory, etc.
Regardless of how these new concepts are learnt—through real world applications,
by mathematising real world problems or by engaging purely in the mathematical
realm—new mathematical concepts must still be embraced. We are informed by the
theory developed in [7] for these processes. Furthermore, there are many cultural
practices and philosophies that are (for many people) common to both science and
mathematics. These include reproducibility, refutability, proceeding from a set of
axioms or postulates, internal consistency, and even being receptive to a new con-
cept unless and until it is disproven. Thus, in order to learn, embrace and engage
in the concepts and philosophies of the mathematical realm we need to extend and
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grow our world view and hence, in turn, extend our own cultural perspectives. As
a result of this discussion we propose a broader question, which we do not answer
directly, but provide some observations and insights:

Does engaging with mathematics requires an extension of one’s culture?

The article is organised as follows: Section2 describes the development of the
Mathematics Workshop through an assessment of the students’ backgrounds and a
questionnaire. We then describe our development of the mathematics programme
and teaching material in response to the information gathered. Section3 describes
the implementation of theWorkshop. Section4 describes the feedback from students
and the FEIT organisers. The conclusions are discussed in Section5.

2 Development of the Curriculum and Schedule
for the Mathematics Workshop

The decision was taken to create an entirely new course for this Workshop. Our
primary purpose was to create a course that was more responsive and adaptive than
any of our existing programmes, and that would allow us to change the modes
of learning and even learning material according to continual feedback from the
students and others involved. A secondary feature was the diversity of students’
mathematical backgrounds in their school studies—as described below—which also
led to a decision that one single stream of Mathematics would be inappropriate.

Our rationale for a highly adaptive course, in light of our principles, was driven
by three empirical factors: our experience with the diverse cultural backgrounds of
students including Indigenous students, the diverse backgrounds of these particular
students (as described in Sections 2.1–2.2), and the responses to our questionnaire
(as described in Sections 2.3–2.4). We believe that to advance the cooperation and
collaboration of a group as a whole we need to respect the individuality of all par-
ticipants of the group. This belief is consistent with the following observation:

one approach to culturally responsive teaching that works with one Aboriginal student may
not necessarily work with another. Consequently, any framework for culturally responsive
teaching with Aboriginal and Torres Strait Islander students need to take into account the
individuality that rests within all students. ([4], p.3–4)

2.1 Analysis of the Students’ Backgrounds

As part of understanding student backgrounds, the MLC and FEIT surveyed the
students about their home state and what level of mathematics subject (if any) the
students were studying at school. The survey showed that all of the students were
attending a mathematics course at school, but that the courses varied considerably.
Because the students originated frommanydifferent states and territories and because
the mathematics curricula vary considerably across these regions, then the students
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had studied some very different topics in mathematics at school. The level of mathe-
matics ranged from year 10 pre-calculus courses to the non-calculus General Math-
ematics (year 11) through to Extension 1 Mathematics in New South Wales and
Mathematics B & C in the Queensland state system. Specifically, this means that
some of the students had studied calculus and others had not. Furthermore, all the
different topics studied are taught using different techniques across the states and
territories and even between local areas and schools.

2.2 Initial Consideration of Topics and Pedagogy,
in Light of Background

Several teaching decisions were made based on the students’ backgrounds. In par-
ticular, it was decided to include calculus, but not as a mandatory component for all
students. It was also decided to include group work components.

The decision to include calculus was made on the basis that calculus forms the
most significant part of theMathematics Higher School Certificate (HSC) curriculum
needed for most university STEM courses. This decision was later bolstered by
student input as reported below. However, it was considered critical that some of the
students who had not studied calculus should not be forced into a class beyond their
mathematical grounding at the time, because that could be detrimental. For instance,
if a year 10 student was compelled to take a calculus class then that student may well
be overwhelmed. This could lead the student to incorrectly conclude that the subject
is beyond their capabilities when the subject may be well within their reach given a
proper and timely grounding.

Group work was included in part because of its significance in promoting the
worth of individuals’ contributions. Once a student recognises that their individ-
ual input and perspective are valued, and possibly quite unique, this reinforces the
value of their individual contribution to any collaborative work, which reinforces
an understanding of the potential of collaboration being greater than the sum of the
parts. Conversely, once a student sees that his or her individual contribution may
advance the understanding of other members and improve the output of the group,
this can in turn reinforce the value of each student’s individual contribution. This is
aligned with one of our principles; to respect, value and promote the individuality of
each participant, and to provide an environment that can support and grow individual
contribution to cooperation and collaboration.

2.3 Providing a Means of Feedback to Establish Workshop
Topics, Levels and Teaching Modes

In order to design a course that would help all of the students advance their under-
standing of mathematics as much as possible, it was decided to ask the students what
they thought they most needed help with.
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Copy of Mathema�cs Ques�onnaire – STEM Spring Workshop 

STEM Spring Workshop
As part of the Spring Workshop in Mathema�cs we want to help you with some maths that will benefit 
your school work, as well as develop your interest in mathema�cs. 

The students a�ending the workshop have a wide range of backgrounds in mathema�cs. For this 
reason, the following ques�ons have been designed to help us select topics that would be of most help 
or interest for everyone. 

*1. Name & Surname: 

*2. Which of the following topics do you think would be most useful or interes�ng?  
You may select as few or as many as you wish. 

a) Basic algebra, adding subtrac�ng frac�ons, decimals, percentages, 

b) Finding the equa�on of a line, gradient, intercept, 

c) Powers, squares, cubes, square roots, cube roots, 

d) Parabolas, graphing parabolas, factorising parabolic equa�ons, 

e) Func�ons, graphs, equa�ons of func�ons, 

f) What does a deriva�ve really mean? 

g) Differen�a�on, product rule, quo�ent rule, func�on-of-a-func�on rule, 

h) Solu�ons to some past two-unit exam ques�ons, 

i) How to use a scien�fic calculator—some useful shortcuts, 

j) How to solve (some of) the Rubik’s cube,

k) Codes and code cracking, 

l) Binary mathema�cs—what you can do with just zeros and ones, 

*3. From the above list, rank the 3 topics that you are the most interested in (in order of interest) (e.g. 
c, b, k) 

I'm most interested in...

2ndly I'm most interested in...

3rdly I'm most interested in...

Fig. 1 Introductory comments and questions 1–3 of the online questionnaire for students of the
STEM Spring Workshop

A questionnaire was designed by four teachers of the Workshop, (the authors, Dr.
Erwin Lobo andMr. Alexander Majchrowski), andMr. Collin Zheng. Questions 1–3
of the online questionnaire are given in Figure1.
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The remaining four questions asked were:

4. How difficult would you rate the following question: Find the equation of the
straight line passing through the points (2,3) and (−1,4)
� easy � somewhat easy � somewhat difficult � difficult

5. How do you rate your confidence in Mathematics
� not confident � low confidence � medium � confident � highly confident

6. Is there anything else you would like to let the organisers know?
7. Any other topics that you think would be useful or interesting to cover during

the programme

The rationale behind the questionnaire design was as follows:
We provided options for topics to be covered in the Workshop firstly to stimulate

thought about different topics in mathematics. However, we also provided a chance
for the students to suggest any other topics that would be useful or interesting to
cover during the Workshop. Some alternative, motivational topics were included
that were not directly part of the HSC curriculum. These motivational topics that
we call interest topics were included as a means of inspiring the students’ interest
and passion for mathematics beyond their high school curricula. The interest topics
included aspects of the Rubik’s cube, Cryptography and Binary Mathematics and
anything else the students may suggest.

Students could share any cultural knowledge voluntarily through question 6, but
were not required to answer direct questions about such cultural knowledge. This
is consistent with methods established in the MLC. That is, rather than requiring a
student to answer direct questions on cultural knowledge we would instead estab-
lish an environment of support and provide the opportunity for the student to then
share their cultural knowledge voluntarily, if and when the student felt that this was
appropriate, useful or desirable.

2.4 Results and Consequences of the Additional
Questionnaire

The results of the questionnaire were informative, interesting and enlightening.
Of particular interest were the responses to Question 2; a histogram is given in

Table1. It is useful to distinguish between the types of topics that we asked about
in Question 2. We call topics a–i in Figure1 that are related to the HSC curriculum,
curriculum-topics, and topics j–l in Figure1 interest-topics.

There was a wide spread in preferences amongst the curriculum-topics. The high-
est ranked topic, covering basic algebra, fractions, decimals and percentages was
originally included as a revision of elementary, but important concepts. The next
two highest ranked curriculum-topics were ‘finding the equation of a line…’, which
was included as a foundation topic for calculus, and ‘product rule, quotient rule, …’
of differential calculus, which is one of the most advanced topics among all of the
topics in the HSC curriculum.
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Table 1 Histogram of response to online questionnaire question 2, see Figure 1

Online questionnaire question Response histogram

Basic algebra, adding subtracting fractions,
decimals, percentages

X XX XXXXX X

Finding the equation of a line, gradient,
intercept

X X X X X X X X

Powers, squares, cubes, square roots, cube roots X X X X X X X

Parabolas, graphing parabolas, factorising
parabolic equations

XXX X X X

Functions, graphs, equations of functions X X X X X X X

What does a derivative really mean? X X X

Differentiation, product rule, quotient rule,
function-of-a-function rule

X X X X X X X X

Solutions to some past two-unit exam questions X X X X X X X

How to use a scientific calculator–some useful
shortcuts

X X X X

How to solve (some of) the Rubik’s cube X X X X X X X X

Codes and code cracking X X X X X X X X

Binary Mathematics—what you can do with
just zeros and ones

X X X X X

The interest topics were originally included to indicate to the students that they
could choose ‘extra curricular’ topics other than core HSC subjects, partly because
thesemay provide a differentmode of learning andmotivate interest in some different
types of mathematics. Because these topics were not directly related to the students’
HSC we were not sure how popular they would be. However, they proved popular
with eight of the students choosing the ‘Rubik’s cube’, eight choosing ‘Codes and
code cracking’ (not all the same students) and four choosing ‘Binary Mathematics’.
This was encouraging because we thought that including these topics was a powerful
way of cultivating and motivating further studies in STEM subjects, and allowed
the teachers to further show a passion for mathematics; we thought that the students
may share some fun with the teachers in exploring these ideas, and be inspired or
motivated by the enthusiasm of the teachers.

This widespread of topics selected by the students, from foundational to more
advanced topics, reinforced the need for different streams of classes. As a result
of this information, it was decided that we should provide one stream that covered
more advanced calculus topics and one stream that covered more fundamental foun-
dation topics—primarily focused on the equation (and graphs) of a line and algebraic
manipulations.

It was also decided that the two groups should form one group for the interest
topics (being the Rubik’s cube and Cryptography sessions). This was due both to
the popularity of these topics, and because otherwise, students would not have the
opportunity to interact with the whole group during the Workshop.
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Beyond what we have described here, all student feedback was used in designing
the Workshop lessons and teaching material, including responses to the questions on
previous mathematical knowledge (question 4), confidence (question 5) and all other
feedback (questions 6, 7). Furthermore, a spreadsheet of the students’ backgrounds
and responses were constructed and figured heavily in the course design; trying to
ensure optimal help for the student group as a whole.

2.5 Resources Committed to Developing and Teaching the
Workshop

Here we provide an indication of the resources required to develop such an initiative.
Dr. Lobo andMr. Majchrowski, who taught/moderated the algebra/calculus streams,
contributed to the Workshop as casual employees. However, it is clear that they
dedicated many extra hours beyond the standard preparation time to provide an
exceptionally high-quality experience for all involved. The authors dedicated some
weeks to organise and teach the Workshop. We dedicated time and effort beyond the
normal duties as a recognition of the value of the Workshop. It is estimated that over
300 combined hours were devoted to produce the Workshop. This dedication by all
of the teachers was at least in part a recognition of the importance of advancing the
participation of Indigenous students in STEM studies for the future.

3 Teaching, Learning and Evolving the Workshop

Itwas imperative that the themes of knowing and responding to the students continued
to play a significant role during theWorkshop, and not be limited to the development
phase alone. Here we recount how the Workshop evolved and how we attempted to
remain responsive to the students’ input and perspectives.

3.1 Setting Expectations that Students will Have a Genuine
Voice

Our entire structure supported the principle that students have a respected and effec-
tive voice in the design of their learning. An example of this is provided by the first
session. Given the information we had available from our questionnaire, we could
have simply assigned students to one of two streams: calculus or algebra. Instead,
we gave them a choice.

The way in which we provided choice was important. We first thanked them for
travelling (in some cases considerable distances) during their holidays to attend the
programme and for taking time to respond to our questionnaire. We then explained
the format of what we had in mind for the Mathematics Workshop. The proposed
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content of material in the two streams–calculus and algebra–was outlined, and the
students could then ask questions about the proposed subjects. We avoided associ-
ating the two streams with ‘hard’ or ‘easy’, in order to foster a sense of collegiality
and cooperation rather than competition. Those who were not sure were offered the
opportunity to speak to one of the teachers to discuss their concerns and then deter-
mine which option was most appropriate based on their individual circumstances.
Throughout this process, it was emphasised that we would try to continuously and
immediately respond to the students’ input and change the sessions accordingly.
Finally, the students could change classes so that they felt free to try a class even
if they were not sure. In the end, one student opted to switch from the calculus
to the algebra class. After this change, the classes stayed at eight for calculus and
six for algebra.

3.2 Responding to Students Immediately and Continuously

It was important that all sessions contain significant student participation. For this
reason, each class had a number of teachers helping at any one time. For instance, for
both of the interest topics, all of the teachers helped with all of the student groups.
However, each of the sessions had one person to moderate the learning. These were
as follows: Dr. Lobo for algebra, Mr. Majchrowski for calculus, and Dr. Phillips for
the interest topics. Because we intended the learning to be a cooperative venture, all
of the teachers were considered as guides or moderators as instructors.

The teachers were specifically selected because, being members of the MLC,
they had demonstrated an ability to be agile, responsive and adaptive to different
perspectives including cultural perspectives, as described in the introduction. We
also wanted to reassure the teachers that they could act on the input from students.
To this end, it was made clear that they could at any stage change the learning mode
of the class to suit the subject and individual feedback from the students for that
topic. This could include utilising small groups, individual instruction, etc., and if
necessary slowing down or speeding up the pace of the class. Moreover, the teachers
were given scope to use their knowledge and experience to significantly modify
the subject material in response to the input and needs of the students. In short,
if something in the class was not working the teachers had complete autonomy to
change any part of the sessions.

For example, the students in the calculus class needed andwanted specific practice
at performing the mechanics associated with the product and chain rule, so for part
of this session Mr. Majchrowski provided further practice examples and exercises.
For the algebra session, however, students wanted a deeper understanding of how
changing different elements in the equation of a line changed its graph. As a result,
the students and Dr Lobo interacted cooperatively in question and answer feedback
to advance the students understanding of this concept.

Hence, neither the method of learning nor subject matter were completely prede-
termined.



162 C. Phillips and F. K. Ly

3.3 How a Culture of Inquiry was Shared Between Streams

By the end of the first hour on the first day, two different modes of operation had
emerged in the two different streams. The students in the calculus class wanted to
practice and hone mathematical techniques and were happy to work either individu-
ally or in small groups. This class was focused and diligent. The algebra class, how-
ever, evolved its own learning mode that suited the students and subject matter. As
such, the algebra class engaged in strong interaction and much vigorous questioning.

The teachers collectively decided that the following Cryptography session would
work well with the vigorous questioning, interactions and cooperation already evi-
dent in the algebra session, and so it was decided to transfer the calculus class into
the algebra work room. This technique proved successful as the students from the
calculus group soon adopted the questioning, interacting and cooperating nature of
the algebra class. After this, the Workshop embraced a culture of supportive cooper-
ation for all of the students, teachers and even the ‘houseparents’. The houseparents
(one for every three to four students) accompanied the students and helped as guides,
mentors and chaperones. They were selected based on academic records, previous
volunteering experiences, andwillingness to inspire younger students to further study
in STEM. The houseparents may themselves be Indigenous and or be past partici-
pants of similar workshops.

3.4 Incorporating Cooperation and Collaboration
in the Cryptography Session

TheCryptography session startedwith a discussion aboutwhere andwhen codes have
been used, and how they are being used now.With input fromboth the students and the
teachers, it was recognised that coding is used extensively for encrypting information
in internet communications. It was pointed out that buying or selling items on the
internet or any other confidential internet transaction would be impossible without
advances in Cryptography.

With input from both teachers and students, we continued to discuss how coding
and code cracking played a critical role in the course and outcome of World War
II. Some interesting details of the code cracking efforts at Bletchley Park, UK were
used to help engage and motivate the students. It was interesting and inspiring for the
teachers that some of the students already knew significant details that contributed
to the breaking of the German enigma code.

The group then progressed to the process of encipheringVigenère cyphers. To
describe the different modes of learning in the Cryptography session we briefly
outline how to code and decode a Vigenère cypher. As an example, for a Vigenère
cypher of key length 1 and shift 3, each letter in the original message is translated
three steps in alphabetical order. Thus, A is translated to D and X is translated back to
A etc. For a Vigenère cypher of key length n, we first assign each letter in themessage
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a position p, and the message is then split into subgroups according to the value of
p mod n. Each subgroup is then translated by a (possibly) different shift length.

In theCryptography session, a set of exerciseswas developed overmany iterations.
The students had the opportunity to form different working groups of two students to
work on these exercises. As an example of this, one of the questions in the exercises
was to decode an encrypted message of key length 2. For a code of key length 2, the
odd numbered letters in the original message will be translated by a given shift and
the even numbered letters translated by a (possibly) different shift. For this exercise,
some of the groups of students could crack the odd letters in the code and the other
groups could crack the even letters in the code.

An effective method of deciphering any part of a Vigenère code is to compare the
frequency distribution of the letters in the code to a ‘standard’ frequency distribution
of letters in English text. Thus, it is possible to guess how far the letters in the original
message has been shifted to produce the code. The students in each group worked
together cooperatively to first sort the code into odd and even letters, construct the
frequency distribution of their part of the code, attempt to guess the shift length and
then finally crack the code by translating each of the letters backward in the alphabet
by the shift length. Finally, as part of this exercise the groups who had cracked the
odd numbered letters could combine their results with the groups who cracked the
even numbered letters to decipher the whole message.

To promote curiosity and further investigation—either individually or as small
groups—a more difficult (optional) question was given to the students to do after
class. Some of the students spent considerable time and effort successfully decipher-
ing this difficult code.

The students were generally engaged with all the Workshop topics, even though
this could vary from topic to topic and from student to student. As Mr. Majchrowski
observed, ‘Some students wanted to move ahead more quickly than others...’, while
others ‘wantedmore problems or more challenging problems.’ All of the participants
of the Cryptography session seemed highly motivated and engaged. Indeed, even the
houseparents wanted to try their hand at cracking some of the codes with the stu-
dents. Perhaps this is because the process of cracking codes promoted a cooperative
mode of learning. Possible improvements for a similar Cryptography session in the
future include; setting more exercises after class because some of the students were
keen to continue cracking more codes than were originally provided, spending more
time describing the difference between a single key cypher and a 2-key cypher and
providing more time motivating Cryptography through real world examples.

Generally, for all of the streams, we could provide help for the students through a
number of different means. For example, we could provide individual help in answer-
ing such questions as; Have I got this right?, Can I do this using an easier method or
Am I right if I do it this way?. Individual, tailored help was provided in the curriculum
topics of algebra and calculus through to the interest topics of Cryptography and the
Rubik’s cube. The spectrum of help broadened for the interest topics with students
more prepared to help other students, teachers helping students, students helping
teachers and even the houseparents getting involved. These interactions grew as the
Workshop progressed.
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3.5 Promoting Inquisitive, Critical Thinking with the Rubik’s
Cube

The Rubik’s cube can be regarded as a puzzle, a game or even a toy. However, there
are some captivating and intriguing mathematical concepts embedded in the process
of manipulating a cube. The first part of this session was used to motivate the idea
that there are very different forms ofmathematics including themathematical subject
of group theory. To this end, each student was given their own cube.

The students were given simple combinations of moves. As one example, the
students were shown the combination of rotating; the front face clockwise, the right-
hand face clockwise, the front face anti-clockwise, and then the right-hand face
anti-clockwise. To be systematic this combination of moves was given the notation
F RF−1R−1. The students were asked the question:

Can you find how many times we have to perform C = F RF−1R−1 before the cube returns
to its original state?

Most studentswere surprised or even amazed that the cubewould progress through
a seemingly ‘random’ pattern and return back to its original state after repeating this
combination six times. This was used to motivate the idea of a cycle in group theory.

The teachers and students observed that if we firstly performed the combination
two times called C2 and secondly performed it another four times called C4, then in
a sense, the second action would ‘undo’ the first. That is, performing C2 and then
another C4 is an identity operation, or C2C4 = I . In this sense C4 can be regarded
as an inverse of C2.

Thus, by approaching this exercise as a game, the concepts of a group, a finite
group, an identity operation and the idea of an inverse was introduced, invented or
discovered by the students. The discussion then progressed to the multiple ways that
we can identify inverses just from these observations.

It was also pointed out that C3 only changed four corners on the cube and that
this can be very useful in completing the Rubik’s cube, such as, where one needs
to manipulate four of the corner pieces and leave all other pieces unchanged. The
students were engaged by these new mathematical concepts and wanted more time
to play with these ideas.

The class then progressed to completing part of the cube. To complete a Rubik’s
cube some important basic concepts are needed. To (dramatically) demonstrate this
idea a cube was dismantled in front of the students. By looking at the various pieces
of the cube the students readily identified that the pieces at the centre of each face do
not move to any other place. They also observed that edge pieces stay edge pieces
and so do corner pieces. Thus, by asking students to use the colours at the centre of
each face to decide ‘what pieces must be moved to where’ the students learned that it
is possible to develop a systematic method of solving the cube. A series of operations
formoving pieces into their identified places were then described and a series of ‘how
to’ instructional handouts were given to the students. The students then progressed to
trying to solve the cube individually or in small groups with the help of teachers and,
as it turned out, from two enthusiastic students who could already solve the cube.
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These students were keen to help the other students solve the puzzle. This sessionwas
designed to be an informal puzzle or play session to motivate, engage and inspire.

The interaction and enthusiasm demonstrated that the students possessed a capac-
ity to work from the abstract mathematical realm and possibly relate this to their
previous knowledge of mathematics.

4 Assessing the Mathematics Workshop

The Mathematics Workshop was evaluated using three different methods of assess-
ment. The first method was an optional anonymous questionnaire, the second was a
survey of the whole STEM Spring Workshop conducted by the FEIT, and the third
was the continual and careful evaluation by teaching staff of student feedback and
input during the Workshop.

The optional, anonymous questionnaire was completed by all 14 students, and
included the questions:

1. As a result of attending the Workshop my understanding of Mathe
matics in the topics taught has:
Decreased a lot Decreased Stayed the same Increased Increased
a lot

2. As a result of attending the Workshop my confidence in Mathema
tics in the topics taught has:
Decreased a lot Decreased Stayed the same Increased Increased
a lot

3. Which parts of the Mathematics Workshops did you like (if any)
and why?

4. Were there any parts of the Mathematics Workshops that you did
not like? Why?

5. Do you think any parts of the course should be given more time?
Which parts? Why?

6. Do you think any parts of the course should be given less time?
Which parts? Why?

7. How do you think the Mathematics Workshops could be improved?

The primary aim of our evaluation questionnaire was to determine whether and how
the Mathematics Workshop had affected the students’ understanding and confidence
in mathematics. The rationale behind the inclusion of both Questions 1 and 2 was our
observation that an increase in confidence can be independent of (although associated
with) an increase in understanding of mathematics. In Question 1, about understand-
ing, all students indicated either ‘increased’ (57%) or ‘increased a lot’ (43%). In
Question 2, about confidence, all students indicated one of: ‘stayed the same’ (22%),
‘increased’ (57%), or ‘increased a lot’ (21%). These results are heartening because
many students do not normally consider mathematics the most inspirational or moti-
vational of subjects, and in general in mathematics classes, it is possible for a student
to leave a session feeling as if their understanding has not improved or may have
even decreased. From our experience with the Workshop we believe the learning
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and teaching culture, along with the mode of learning, contributed the most to the
increase in confidence.

In our evaluation questionnaire, we also wanted to knowwhich parts of theWork-
shopmay need to be either revised or removed andwhich parts needed to be expanded
or improved. The overwhelming response was that the students mostly thought that
there should be more time spent on Cryptography and the Rubik’s cube. However,
some students indicated that they wanted more time spent on calculus. No student
indicated that there should be less time spent on any session.

The second method of assessing the Workshop was provided by the FEIT who
conducted a survey of the entire STEM programme. The students were asked to
score each of the different activities in the programme (including the Mathematics
Workshop) out of 5. The Mathematics Workshop was rated at 63/70, which was one
of the highest rankings of all the components of the whole programme.

The third method in which the Workshop was evaluated was the continual and
careful evaluation of student feedback and input during the Workshop. A commonly
unrecognised and yet critical component of this evaluation is the provision of an envi-
ronment whereby the students’ input is reinforced as being a valued contribution. The
results and implications of this method of assessment are best understood through the
description of the interactions during the Workshop itself, as described in Section3.
We emphasise that this method of continual evaluation can be significantly more
important than just using an assessment after the course because unless the feedback
from the students is genuinely valued and used continually to evolve the mode of
learning, the engagement, enthusiasm and input from the students can be diminished.
As expressed by Dr. Lobo: ‘It is paramount to keep the students with you even if
this is at a small cost to the material covered in the time.’ For example, Dr. Lobo
would ask the students if they wanted to contribute on the board: ‘I would sit with the
students to help them feel more relaxed and less intimidated. This was helpful.’ Once
the feedback cycle is broken it can be difficult, indeed impossible, to re-establish.

5 Conclusions

Our primary conclusion is that all the design elements in the Mathematics compo-
nent of the STEM Spring Workshop was significant and important in its success in
engaging and supporting the learning of the students.

The multiple efforts to provide students with a genuine voice (background survey,
interests questionnaire and feedback throughout the Workshop) is part of our philos-
ophy of cultural plasticity and led to innovations not present in any of our bridging
courses. Unique innovations included the two differentiated streams, the inclusion of
interest topics (for which the streams came together) and the process of empowering
the teachers to freely adapt mode and content at the moment as needed. One of the
reasons for such efforts arose from a heightened sense of responsibility to support the
inclusion of Indigenous students in the fields of STEM education, and this is perhaps
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best expressed by Dr. Lobo: ‘I put a lot of effort and care into thinking about the
class in preparation for the Workshop because I care about Indigenous outcomes.’

As a consequence of this approach, the modes of engagement were collaborative
and community focused throughout, consonant with the observation from [1] p.456,
paraphrasing [3], that Aboriginal cultures ‘…emphasise relationship over task and
cooperation over competition with a preference for cooperative and collaborative
learning models in classrooms…’.

The results of adopting a practice of listening and responding, and employing cul-
tural plasticity are reflected in observations from the teaching staff. Mr. Majchrowski
noted, ‘I was surprised how quickly the students knew each other, formed subgroups
and how quickly the class warmed up as the Workshop went on.’ Dr. Lobo kindly
observed that:

I was very pleased that the group coordinating this session asked for and valued our input
in the preparation of these courses, organised times where we could discuss the material,
talked at length about how best to approach the classes and received feedback from students
about topics they were interested in. I felt this was all directed explicitly towards creating
the best possible class we could for the students.

The multifaceted nature of the Workshop provided an excellent opportunity to
connect many aspects of the three worlds of Mathematics, Science and Engineering
as well as the students’ whole-life experiences. The students exhibited an aptitude
for embracing some of the broad principles of Science when, for instance, a simple
operation was performed on the Rubik’s cube over and over again. When the cube
eventually returned to its original state the students were surprised, even astounded.
This new idea that we could perform a complex operation until the cube returned to
its original state demonstrated the idea of the order in a finite group. The students
were also engaged with the concept that performing an operation until a system
is returned to its original state can be abstracted and generalised to the idea of an
inverse. The recognition that this was a completely new type of mathematical system
was a revelation to many of the students. This demonstrated a willingness, indeed
eagerness, to embrace the fact that a scientific theory can be advanced and valued even
with no apparent (foreseeable) real world application.1 Even though some students
are motivated by real world applications to mathematics, many are also fascinated
with the pure creativity, elegance and imagination of solving puzzles and problems
within the mathematical realm.

The affinity that students showed for scientific ways of thinking, and their display
of prior knowledge is consistent with the literature showing that Indigenous students
may have slightly higher levels of interest in science vs non-Indigenous peers ([5] p.
2027), and that interest and engagement in science may be strongly correlated with
science-related activities outside of school ([10] p.233). Furthermore, such activities
may also be associated with higher levels of Science literacy:

1Some such examples include lasers, nuclear magnetic resonance, Galois theory, Hilbert spaces and
differential geometry.
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High-performing Indigenous students, on average, report participating at higher levels in
out-of-school science-related activities in comparison to all Indigenous students, and in
comparison to all non-Indigenous students. ([9] p.vii)

Because of the unique nature of the selection criteria for theWorkshop, which was
different from our usual bridging courses that are open to general members of the
public, an interesting research question arises. Is this complete Workshop process—
survey, questionnaire, design, response—equally valuable for other cohorts of stu-
dents from different cultural backgrounds? We hope that the knowledge gained in
this project may help advance the learning of students from a broad cultural tapestry.
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Origami as a Teaching Tool for
Indigenous Mathematics Education

Michael Assis and Michael Donovan

1 Introduction

Origami is an ancient art form, with deep roots in many cultures, having arisen
independently multiple times throughout history. Since most cultures can relate to
folded art in one medium or another, we posit that origami can be an ideal tool for
use in Indigenous education, in particular mathematics. Due to the varied connec-
tions between origami and many areas of mathematics, e.g. [81], many educators
are increasingly studying the use of origami as an educational tool in mathematics
education, from primary school to university [82].

While origami may act as a tool for learning in the classroom, it can also readily
be integrated with the Indigenous education methodology of narrative. The use of
‘storigami’, the telling of a progressive story throughout a folding procedure has
been used [49, 50] in the teaching of origami to students and can readily be adapted
to diverse cultures by the incorporation of Indigenous cultural knowledge and icons.
As an art form, origami is very versatile in its ability to represent a wide range
of objects and concepts [57]. For instance, we argue that origami is capable of
representing Indigenous Australian dot and cross-hatch paintings using the origami
style of ‘tessellations’ [29]. In particular, we demonstrate similarities of existing
origami tessellations with Indigenous dot paintings. Furthermore, we also provide
an original example of an origami representation of a woven Indigenous wakwak toy.
Origami representations of Indigenous art are means throughwhichmathematics can
be taught and practised using Indigenous methodologies as well as artistic styles.
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Translating the traditional paint medium or Indigenous woven articles into origami
requires mathematical thinking at a level accessible to secondary students. Aside
from the translation effort, the folding of origami models appears to have many
benefits already at the Kindergarten level, e.g. [14].

The outline of the paper is as follows. We begin by defining origami, tracing
the history of folded art and papermaking around the world in various Indigenous
settings, and then consider the history of paper folding. The practice of folding
and papermaking in Indigenous cultures and Australia in particular appears to have
been little studied so far. We note that this review adds to and corrects existing
origami histories of origami. Through this history, it is clear that both paper and
folding have deep roots in many cultures around the world. We then give a brief
history of the recent progress in the analysis of the mathematics found in origami,
as well as the use of origami in education. Next, we discuss the importance of the
Indigenous methodology of narrative and its effectiveness in Indigenous education,
and the appearance of narrative in Indigenous artwork. We then show examples
where origami can be used as a medium to represent Indigenous art, first through an
original origami model representation of an Indigenous toy together with suggested
mathematics explorations and then by comparing existing origami tessellations with
Indigenous dot paintings. We then discuss recent original examples of Indigenous
storigami and end with a summary.

2 Origami: Definition and History

The word origami typically evokes images of folded coloured paper, usually square,
folded into recognizable shapes without the aid of cutting or glue. If origami often
has the connotation of folding paper, it has more recently been recognized among
origami artists that the art should more properly be defined as ‘the art of folding’,
since some origami artists use media other than paper [66, 76]. The origami artist
Chris Palmer, for example, has created many ‘origami’ works of folded fabric [89],
and the name origami has been attached to other folded media as well [45, 101].
These examples provide the motivation for our working definition in this article of
origami as ‘the art of folding’, regardless of medium.

From this perspective, the art of origami is much older and widespread than the
history of papermaking. For example, the oldest documented employment of folding
of cloth likely comes from ancient Egypt, where pleats were folded into the fabric
of men’s skirts in the Old Kingdom era, that is, before 2130 BC [62]. However,
the simplest example of folding materials employed in many cultures is flat leaves,
such as banana leaves, used in cooking; the use of folding in cooking is likely very
ancient and it is independently used across many cultures. Weaving, such as basket
weaving, is also an ancient art form, although folding is not often employed in an
essential manner. Paper is doubtless a very suitable material for folding, especially
paper made using the modern papermaking techniques developed in China between
the second century BC and the first century AD [97].
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It is significant that traditional methods of papermaking have been independently
discovered by a number of distinct Indigenous cultures, although it is not clear the
extent to which these other types of papers could be folded beyond simple folds.
Ancient Egyptians produced papyrus, which forms the root of the word ‘paper’ [97],
and the ancient Mayans and Aztecs of Mesoamerica produced amate, a type of bark
paper. Many indigenous cultures have used barkcloth throughout history, where the
bark of a suitable tree is usually beaten or pressed and then used as clothing or in
crafts. For example,Asia and thePacific regions used tapa,whichmayhaveoriginated
in China [97], Indigenous Australians used paperbark [25, 98], the Caribbeans used
lacebark, which did not need to be beaten [12], the Pacific Northwest used cedar
bark [80], and the Baganda people of Uganda made barkcloth from the Mutuba tree,
which is listed as an UNESCO Intangible Cultural Heritage of Humanity [102].
Beyond simply the production of paper, these Indigenous papers were also folded.
The oldest map known, drawn on papyrus and dated from around 1150 BC, is said
to have been rolled up [33], the oldest known example of amate dated circa 74 AD
is said to have been crumpled [6], and bark paper is mentioned as having wrapped
poison in the second century BC in a historical account from China [97]. The rolling,
the crumpling, and the wrapping of these ancient paper artefacts provide documented
evidence of early folding of paper.

The knowledge of (modern) Chinese papermaking slowly spread around the
world, bringing with it the possibility of independent paper folding traditions. It
spread around Asia after a few centuries, and much later, through Arab traders, it
arrived in Europe [35]. It appears that it was not until almost a millennium after its
invention that folded paper ismentioned inChina [97] in the Tang dynasty (618–907).
Likewise, though Chinese papermaking arrived in Japan by the sixth century [94],
the earliest reference to folding paper practices is a description in a later manuscript
from 1850 of the start of the practice sometime around the twelfth century of the
Helan period (794–1185), although possibly later. In Europe, which received the
papermaking technique in the eleventh century [35], the earliest direct references to
paper folding are from the fifteenth century. The famous Dutch manuscript dated
circa 1440 ‘The Hours of Catherine of Cleves’ [86] contains a marginal painting of
three origami boxes, and a woodcut diagram in the 1498 Paris edition of the book
Sphaera Mundi has a depiction of a folded paper boat [90]. Later, Europe developed
a long tradition of folding cloth napkins, from at least the sixteenth century [63,
69, 94]. Spain in particular developed a long independent tradition in paper fold-
ing, with the earliest known reference possibly being from 1757 [94], and at some
point early in the twentieth century this Spanish tradition migrated to Argentina, so
that the continent of South America also developed its own independent tradition of
paper folding [88]. By the mid-twentieth century , origami organizations and a flurry
of books popularized origami internationally, and the Internet has further helped to
transform it into a global art form.

Nevertheless, today origami is still often associated with Japanese culture. Japan
was the first country to publish books dedicated to paper folding, starting in 1704 [94].
While paper folding in Europe appears to have been seen as mostly a hobby, there
were deep cultural associations given to paper and folded patterns and their uses in
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Japanese society [70, 72, 75]. Due the high price of manufacturing paper, initially
it had only ceremonial uses [94]. As the price decreased and paper become more
widely accessible, the tradition of paper folding becamewidespread,withmodels and
patterns being passed down generally from mother to daughter [59]. Also, following
the introduction to Japan in 1888 of Friedrich Fröbel’s kindergarten curriculum [67,
73], Japan readily adopted the use of origami in school curricula, a practice which
continues to this day. Equally notable is Japanese origami artist Akira Yoshizawa,
who in the 1930s decided to devote his time to studying paper folding as an art
form [64, 65].Yoshizawa’s artisticworkswere groundbreaking in their number, in his
introduction of new techniques, and in their sensitivity and attention to detail. In 1951,
his work received international recognition, sparking an international movement that
eventually reached Lillian Oppenheimer in New York [68]. Lillian’s enthusiasm
was such that she decided to create the world’s first international paper folding
organization in 1958, to foster dialogue and collaboration of paper folding artists
worldwide [71]. In honour of Yoshizawa’s profound contributions to the art form,
Oppenheimer decided to call the art form ‘origami’ in English [74], borrowing from
the Japanese word which means ‘folded paper’, a name that has since been adopted
in many countries and languages today.

It is perhaps due to Japan’s extensive practice and popularization of origami that
today origami still often mistakenly carries a Japanese connotation. However, it is
clear that the art of folding has been independently discovered by many Indigenous
cultures, spanning thousands of years, making origami a very suitable teaching tool
in the Indigenous classroom.

3 Origami Mathematics

If the history of origami is very ancient as just discussed, the history of the analysis
of the mathematics in origami is quite recent. Very few mathematical properties of
origami were explored before the 1980s. In 1989 an international effort to compile
known results and bring researchers together produced the first conference dedicated
to origami science, mathematics and technology. This was the start of a dedicated
movement to study origami mathematics and its scientific applications, continuing
to present day. In the 1990s, several pioneering mathematical origami software was
written by Robert Lang—using mathematical principles to design new models [60]
and to find coordinate points constructed from folding procedures [58]. In this decade
several important mathematical proofs appeared [8, 16] and the second conference
on scientific origami occurred. With such a start, the next decade saw tremendous
growth in origamimathematics, with twomore conferences, the publishing of several
books dedicated to origami mathematics [17, 31, 40, 56], and further mathematical
origami software written [4, 95, 96]. Today origami mathematics and its applica-
tions are being developed at an ever faster rate, as seen by the number of published
mathematical and scientific articles in recent years.
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At a first glance, it is easy to recognize that origami can exemplify plane geom-
etry through the shapes which appear after folding or the shapes which appear in
the pattern of creases in the unfolded sheet of paper. Less obvious is the fact that
constructions in origami can be treated using field and Galois theory [1, 2], that
curved crease origami requires differential geometry for its analysis [37], and that
number theory arises in the study of knotted strips of paper [78]. In fact, interesting
mathematics seems to arise in every area of origami [39, 55, 81, 99], and much
of it is suitable in mathematics education, from the concept of limits arising in the
Fujimoto folding of the binary expansion of fractions [103] to the calculus used to
optimize the area of curved folded surfaces [77].

4 Origami in Education

Origami has a long tradition of being used in education, starting with Friedrich
Fröbel’s Kindergarten movement in the nineteenth century. After his death in 1852,
his supporters further developed the origami curriculum and incorporated traditional
origami models [67, 73]. As the movement spread, so did the teaching of origami
in schools, taking origami as a learning tool around the world by the end of the
nineteenth century. The use of origami in Kindergarten progressively diminished
in the twentieth century and its use has since shifted towards older students in the
teaching of mathematics. We mention briefly that origami has also been used as an
educational tool in areas beyond mathematics, such as in helping to teach English
communication skills among non-native speakers [27, 36] and in various kinds of
therapy [15, 93].

One early publication seeking to use origami to teach mathematics is the 1957
booklet ‘Paper folding for the mathematics class’ [46], which remained in print for
several decades. Another similar book aimed at primary and secondary students is
by Jones [47]. Due to the great progress in understanding origami mathematics in
the 1990s, by the early 2000s, a number of textbooks appeared for the teaching of
mathematics through origami. The first of its kind was the book Project Origami
by Thomas Hull [40, 41], which contains a series of ready-made lesson plans and
activities for mathematics classrooms, from primary to university level. The book
serves the needs of a variety of teachers looking for a short mathematical activity to
incorporate within a standard curriculum. In 2008 Kazuo Haga published a textbook
with exercises, meant for high school level mathematics classes [31]; it is not clear to
what extent Haga’s book has been used as a course textbook. At a higher level, Erik
Demaine published a university textbook with Joseph O’Rourke [17], which he uses
as the main course textbook for a yearly course he teaches on algorithms at MIT.

Beyond these examples of published books and textbooks, many educators have
written recently on the educational value of using origami in classrooms. There are
many instances in the literature of its use in Kindergarten and primary schools [14,
26], middle schools [11], secondary schools [13], and universities [10, 28], for exam-
ple. It appears that origami is useful for developing learning skills [30], spatial abil-
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ity [10, 11], cognition and language reasoning [100], and problem-solving and cre-
ativity [87]. In fact, since 1991 regular conferences have been organized on the topic
of origami’s use in education. The proceedings from these conferences [15, 39, 55,
82, 93, 99] provide a useful compendium of the current and increasing knowledge
on the use of origami in the modern mathematics classroom.

5 Narratives in Education: Theory and Evidence

Paralleling the growth of origami as an educational instrument is the increasing
understanding of embracing cultural diversity through presenting diverse pedagogi-
cal practices. This can be seen with the engagement of narrative or the use of story to
embed Indigenous and other cultures into mainstream educational institutions. The
use of narrative is one of the most significant expressions of an Indigenous presence
in educational research. This is shown when Indigenous voice is the central pre-
sentation of meaning; using Indigenous expression, tone and metaphor to paint the
images that are portrayed through the narrative. The use of story is present through
all aspects of the lives of Indigenous peoples, including Australian Aboriginal peo-
ple, and has been used as a major learning and information tool [21, 34]. Using
narrative as an educational tool emphasizes the importance of story in people’s lives.
Peacock notes this point in relation to his Ojibwe heritage and how this differs to
many non-Indigenous interpretations of the use of narrative: ‘Many Native people
learn their way in life through stories. The use of stories reflects Ojibwe standpoint
epistemology and differs fromwhat many academic readers are used to’ [7]. It allows
the Aboriginal voices from the “past, present, future” (as cited in [24]) to be embed-
ded within the understanding being presented in any current research questions. As
Thomas King, an American Indian author and storyteller inform us, ‘the truth about
stories is that’s all we are’ [53]. King reinforces these comments by informing non-
Indigenous readers of the depth of story and narrative within an Indigenous context.
All stories from an Indigenous context can be seen as a paperbark tree, or as being
multi-layered, where the learner can see the first layer but through reflection and
exploration, other layers of information and understanding can present themselves
as the learner gains a clearer footing in their examination.

Battiste et al. [5] highlight that societal institutions are normative, seeking con-
formity among the population as a homogenous group, leading to differences being
ignored or pathologized. If teachers want to gain the best from their students these
differences could be recognized and embraced in order to engage all students in the
learning environment. This could include having the students’ culture recognized
within the students’ learning environment such as through the use of a narrative or
story from the students’ cultural heritage. This is an intimate feature of Aboriginal
culture and thus an appropriate tool to draw upon and focus the Aboriginal students
towards the learning experiences through connected narratives. Story is such a cul-
turally recognized Aboriginal learning practice in both traditional and contemporary
Aboriginal society. The Aboriginal students are able to share their epistemological
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standpoint through the use of story, humour, and lived experiences, without being
limited by the barriers that other methodological practices can have on personal
expression such as questionnaires and surveys, particularly if these are designed
without considering culturally diverse participants.

The ability of Aboriginal people to express who they are by positioning them-
selves within their community reinforces the importance of story as a social tool for
Aboriginal people. It allows them to not only present their individual expressions
but also place them into their social context. McLeod (as cited in [54]) reminds us
that the cultural importance of story can carry different meaning and significance:

The significance of story within Indigenous culture is less contested. Rather, it is the nature
and structure of story that causes difficulties for non-tribal systems due to its divergence
from the temporal narrative structure of Western culture. For tribal stories are not meant to
be orientatedwithin the linearity of time, but rather they transcend time and fasten themselves
to places. (pp. 95–96)

6 Linking Story to Country and Culture

Story is an output of Aboriginal Australian literacy. All societies have some form of
literacy that is based on the social practices and understandings of that community.
The literacy of Aboriginal society is the reading of the Australian landscape from a
local Aboriginal perspective, the landforms remind people of their local histories and
stories that are embedded in how these landscapes were formed [32]. In traditional
and contemporary Aboriginal communities, the re-telling of the Dreaming of their
country reminds families of their values and culture. The ‘Dreaming’ for Aboriginal
people is the notion of their ‘past, present and future’ being acknowledged in their
lived experiences. It is the presentation of the Aboriginal worldview of Creating
Spirits informing Aboriginal people of their existence and their relationship with the
environment from the deepest roots in the land to the stars in the skies above. The
Dreaming allows Aboriginal people to embrace their past to inform their present
actions to allow for a future for their communities to maintain their existence [23].
This can be shown as a family passing through a placewhere an event occurred during
the creation period of the Dreaming. The landscape features are ever-present markers
to remind Aboriginal communities today of these past events thus reinforcing the
values or cultural understandings that are implicit in that event and in the landscape,
connecting communities to their Dreaming in country in their present time.

These actions of connecting culture to place will guide younger individuals
towards correct behaviour in their future, thus maintaining the cyclic continuous
nature of the Dreaming and highlighting the authority or rigours of behaviour that
the Dreaming maintains in their lives. Whilst the land still exists and their spirit is
in the land, the Dreaming (Aboriginal law) is present within Australia. Campbell, a
seniorYarralin Elder, drew together these concepts of land, knowledge and belonging
when he spoke with Bird-Rose [9]:
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You see that hill over there? Blackfella law like that hill. It never changes. Whitefella law
goes this way, that way, all the time changing. Blackfella law is different. It never changes.
Blackfella law hard—like a stone. Like that hill. The law is in the ground. (p. 56)

Hence story has authority within Aboriginal culture as a continuation of the Dream-
ing. By retelling the Dreaming, Aboriginal Australians are able to engage with their
Creating Spirits’ activities and the knowledge they passed down to all life in Aus-
tralia, thus maintaining connection to country, including all living and inanimate
features of Country.

7 Story, Culture and Artistic Expressions

Aboriginal knowledge are not separate aspects of Aboriginal people’s lives, but they
are embedded across all features of their behaviour. This has been consistently noted
acrossAboriginal artistic traditionswhereAboriginal artists can use various art forms
to re-tell their history, their life stories, their culture and their inter-relationships that
they maintain with their country. This is noted in [42] when Arrernte and Pitjant-
jatjara communities highlight how the use of artistic techniques is important in the
maintenance of culture. Through the process of making art the artists re-tell their
oral histories passing on knowledge of law, values and appropriate behaviours. This
educational information is embedded in the artistic practice that can help younger
communitymembers learn song, ceremony and place these understandings in context
to their country and the landscape. As Ray Kelly, a prominent Aboriginal playwright
and linguist states, ‘Aboriginal people are people of story’ [52]. Kelly [52] andMun-
dine [84] both reinforce this issue through highlighting that learning and understand-
ing can be embedded within cultural practice and expression. This can be presented
in story-telling, art or performance, but as with many Aboriginal representations of
the arts, cultural validity is at the centre of the work.

The validity of cultural understandings is at the centre of Yunkaporta’s 8-ways
of Aboriginal Learning pedagogical framework (8-ways) [22, 104] highlighting that
Aboriginal cultural understandings are not content driven but are developed through
the Aboriginal epistemological processes that are ingrained with appropriate ped-
agogy, such as using the 8-ways framework. Narrative of origami can highlight
mathematical principles whilst working through artistic processes. These processes
engaging with narrative can be noted in many Aboriginal cultural practices such as
weaving or tool making that connect to the practice and cultural relevance within
the community. Yunkaporta [104] supports these principles in 8-ways, highlighting
that the balancing of culturally relevant practices within educational processes can
go beyond teaching through the use of simple worksheets in order to engage culture,
story, community, history and land links through highlighting the relevance of the
learning to the student.
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8 Narrative in Origami

There are two different ways in which narrative has been utilized together with
origami. The first is very old, where a folded origami model can assume several
alternate forms and a story can be told relating each of the forms. Magicians have
created stories to accompany the various transformations of the origami Troublewit
model since at least the eighteenth century, if not earlier [94]. More recent examples
include models published by Jeremy Shafer [91, 92]. In these examples, the origami
model is being used as a prop for the story, and the audience does not interact with
the model nor are they taught how to fold it.

A second type of narrative is increasingly being used in the teaching of origami,
however, a technique called ‘storigami’, a term coined byRachelKatz [49]. Storigami
aims to tell a progressive story, so that each stage of the story roughly coincides with
the state of the paper as it is being folded into its final shape [48, 79]. It is primarily
used to help in the teaching of an origami model to an audience, such as a classroom,
and it involves an interplay of the visual, auditory and tactile senses of the student [43,
44]. In a mathematics class, it can ‘make mathematics visual and tangible’ [79], as
an instructional method based on constructivist theory. Many examples of ready-
made storigami appropriate for teaching in classrooms are given in [49], with further
examples found in [79, 91, 92]; also Iyer and Katz [43, 44] list known educators
using it in schools. Of particular note is its use in the Cherokee nation in Oklahoma
using traditional stories in the Cherokee language showing that is can readily be
adapted to many different cultural contexts.

In 2005, Mastin conducted a survey of more than 1,000 pre-service and in-service
educatorswhohadpreviously takenpart in her storigamiworkshops and subsequently
used storigami in their own classrooms [79]. The educators reported an increase in
confidence and motivation of their students for learning mathematics and an increase
in their mathematical language and communication skills with other students and
parents. The educators also noted the advantages of this approach, since it combines
‘memory enrichment, small motor coordination, right brain-left brain interaction,
and inventiveness’ [79]. Using nothing but paper, the students were engaged directly
with mathematics.

9 Origami and Indigenous Art

Origami has had a long history within various Indigenous cultures, as mentioned in
section 2. These histories have been embedded within cultural stories to allow for
Indigenous youth to engagewith cultural practices but also to reinforce local story and
extend their culture into every aspect of their lives [34, 52, 84]. Using the modern
origami practices of origami, Indigenous Australian art forms can be reproduced
using the different medium of paper whilst still allowing for the narrative behind the
original art form to be engaged with. This allows an invitation to Indigenous students
into the practice and learning of mathematics through the sharing of these complex
cultural experiences.
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Fig. 1 On the left an example of a wovenwakwak toy from 1937 of the Liyagalawumirr community
in Glyde River, Eastern Arnhem Land, Northern Territory, Australia [20, 85]. On the right, an
origami model representation of the wakwak toy, by the author M. A..

Origami as an art form uses a variety of techniques to achieve its goals of rep-
resentational and abstract art, techniques which increasingly have been expounded
in books, such as [19, 29, 57, 61, 83]. The available sophistication is such that
any object of study could conceivably be represented using origami. Therefore, the
representation of traditional Indigenous cultural heritage does not pose an artistic
barrier and can therefore be utilized in the teaching of origami in the Indigenous
mathematics classroom.

As an example, we show in Figure 1 an example of a woven wakwak toy from
1937 of the Liyagalawumirr community in the Northern Territory, Australia [20,
85]. It is the representation of the roots of a waterlily, woven using pandanus leaves.
Next to it, we show a simplified origami representation, created by one of the authors
(M.A.), appropriate for teaching in primary schools. As a tool in teaching, it can be
used to teach plane geometry, for example. This simple model can be modified in
various ways in order to better represent the original artwork.

In order to proceed from a basic model to increasingly more realistic models, an
analysis of the unfolded paper’s crease pattern is useful and illuminating, shown in
Figure 2 on the left. We could, for example, wish the stem to be longer. We can
accomplish that through the use of a border graft technique, described in [56, 57].
One choice of border graft is shown in the middle of Figure 2, with the result shown
on the right of Figure 2.

From such the analysis of the crease pattern, questions of trigonometry arise natu-
rally, appropriate for a secondary level class. If one wishes, calculus can be employed
to optimize the extra stem length versus the resulting wasted paper area, shown in
grey in Figure 2, appropriate for university level or perhaps for a secondary school
student project. Furthermore, the design of similar models itself can be learned, for
example through [56, 57], and in the process of design, a range of mathematical
concepts will be acquired, including graph theory, trigonometry, circle packing and
optimization. In engaging with the mathematics of an origami design, there is also
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Fig. 2 On the left the unfolded simple origami models crease pattern, in the middle the crease
pattern of the border graft modification, with ‘wasted’ paper shown in grey, on the right the result

a simultaneous engagement with the narrative traditions related to the Indigenous
artwork.

As a second example, we show that the techniques available in origami tessella-
tions can be used to represent patterns and motifs found in Indigenous Australian
dot paintings. In Figure 3 we show two sketches of dot paintings that highlight some
key elements of the paintings, paired with an existing origami tessellation, created
and folded independently from the painting. Though the origami examples are not
exact representations of the paintings, nor were they inspired by them, our goal is
to show a sample of the range of suitable existing techniques available for further
adaptation. These techniques can be learned through various sources [19, 29], so that
geometric concepts can be acquired in an engaging and entertaining way while con-
necting to deeper Indigenous culture and heritage. In the process of learning origami
tessellations, we posit that the student will naturally and playfully learnmathematical
concepts such as plane geometry, trigonometry, and plane tiling.

As remarked in [42], the process of painting an Australian dot painting often
begins in one area, progressing outward, and in the process, a parent may narrate a
story to their child. Similarly, origami tessellations begin in one area of the paper and
progress outward. Through the incorporation of traditional symbols and motifs into
an origami tessellation, a story can be told in the process of folding the tessellation,
so that the process of learning mathematics can be united with Indigenous culture
through representation and narration.

In the process of teaching origami in an Indigenous classroom the technique of
storigami can be usefully employed in amannerwhich is celebratory and respectful of
the heritage of an Indigenous community. Indigenous storigami examples are very
scarce in the literature. Recently both authors have participated in the Aboriginal
and Torres Strait Islander Mathematics Alliance (ATSIMA) conference, where they
presented two original examples of Indigenous storigami, developed by one of the
authors (M.A.), which could be suitably employed in an Indigenous mathematics
classroom [3]. One storigami told the Dreaming story about the Thukeri fish from
theNgarrindjeri people of LakeAlexandrina in SouthAustralia.As the storywas told,
various intermediate states of the paper were used to represent distinct aspects of the
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Fig. 3 On the left, sketches of original dot painting works; in the upper left a sketch of ‘Four snakes
at Piltadi’ (1986) by Riley Major Tjangala and in the lower left a sketch of ‘Yala dreaming’ (1988)
by Pauline Woods Nakamarra, in [42]. On the right, origami tessellation examples from Benjamin
DiLeonardo-Parker [18]
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story as it progressed, finally terminating in an origami fish. The second Dreaming
story concerned how the water got to the plains, as well as the origin of the emu and
the blue-tongued lizard, from the Butchulla people of Fraser Island, Queensland.
Again, various points of the story were represented in the progression of folding,
terminating first in an emu, then finally transformed into the blue-tongued lizard. We
propose that as a teaching tool and method, storigami can be readily adapted to a
wide variety of Indigenous classrooms. While our Indigenous storigami has not yet
been presented in such a classroom setting, the wide-ranging survey results of [79]
suggest that it will benefit Indigenous mathematics education.

As noted earlier origami has been recognized to support students’ spatial learn-
ing, language reasoning and creativity. Hughes [38], one of the earliest Australian
Indigenous pedagogical theorist has argued that spatial-visual learning is key learn-
ing preferences for Indigenous students. The use of practices that engage with these
pedagogical principles would allow Indigenous students to connect with these math-
ematical skills. Spatial understanding was also highlighted by Kearins [51] who
identified the sophisticated spatial understandings and positioning that Indigenous
youth had in his work with remote South Australian children. Through engaging
with origami practices, Indigenous students could be supported in their development
of Standard Australian English (SAE) language acquisition through engaging with
specific origami sequencing language [27, 36]. The development of origami spatial
sequencing in response to Indigenous spatial understandings can help to engage and
to support Indigenous creativity to develop complex and sophisticated mathematical
origami art forms.

10 Summary

The story of origami development is an ancient and widespread practice that has
existed within many Indigenous cultures and other old global communities. These
skills have been shared internationally and altered to suit individual communities’
needs and views on artistic beauty. In the late twentieth century, origami and its math-
ematical properties were noted and examined by a variety of mathematicians. These
mathematicians together with mathematical educators drew together the beauty of
the art form with the beauty of the mathematical understandings to help make math-
ematics education more accessible.

This paper highlights some mathematical educators in their approach via origami
to engage their students in mathematical principles focused on various pedagogical
practices. In order to support students in gaining greater understanding and fluidity
of practice, the use of narrative and story allows for better student recall through
their storigami practices. By consideration of Indigenous Australian culture and
art, we provide examples of ways in which origami model representations, origami
tessellations, and storigami could be adapted for use in an Indigenous Australian
mathematics classroom, where the use of narrative can be highlighted and tradi-
tional artistic symbols and motifs can be represented. The central use of story in
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these pedagogical examples sits within the context of the global histories of paper
and folding and the significant use of story that multiple Indigenous peoples use to
inform and strengthen their cultural practices within our international and chang-
ing environments. Reinforcing the importance of story as a pedagogical tool, it can
engage not only Indigenous students but a wide array of students to many complex
mathematical principles by allowing the students’ culture andworldviews to be easily
adapted and incorporated within the students’ thinking.

Despite the highlighted potential for origami and storigami to engage Indigenous
students with mathematics, and in view of the large positive study conducted by
Mastin in the United States on the use of storigami in mathematics classrooms [79],
we are unaware of attempts to use origami as a tool in Indigenous Australian math-
ematics education. We posit that such a methodology will have a positive impact on
Australian Indigenous mathematics students and hope this proposal will lead to its
application in classrooms in Australia.
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Dynamic Visual Models: Ancient Ideas
and New Technologies

Damir Jungić and Veselin Jungić

1 Introduction

In this note, we discuss the use of a dynamic visual model as a surrogate for a proof
when a quick justification of a mathematical fact is needed, but a demonstration of
a formal proof is, for any reason, not convenient. We define a dynamic visual model
as an animation that demonstrates a particular mathematical concept.

The choice of dynamic visual models in this work is motivated by the challenge
that calculus instructors face when they need to make students go through examples
that illustrate the definition of the definite integral as the limit of corresponding
Riemann sums. Those examples mostly use the identities for the sum of the first n
consecutive positive integers, or the sum of their squares, or cubes. Since, in general,
students are not familiar with those identities the instructor needs to introduce them to
the class in someway. In a topic-packed calculus course, even themost conscientious
instructor would have difficulties to find time to do more than just flash identities in
front of the class and to use the textbook as a reference.

One part of the challenge is, that standard calculus textbooks also, in the corre-
sponding section, only list the identities. See, for example [18, 24]. Some textbooks
offer their proofs in an Appendix at the end of the book or as exercises. Hence, the
student is left to build their understanding of Riemann sums and the definition of
the definite integral on trust that these identities, though seemingly coming from
nowhere, are true. This issue has been noted by other math instructors. See, for
example, [9].
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Fig. 1 Click on the image to link to a dynamic visual model of the “proof” that 64 = 65. The url
is http://people.math.sfu.ca/~vjungic/CLF/64-equals-65.html

In this note, we provide dynamic visual models1 that could be a reasonable patch
for the situation described above. Moreover, we wish to further promote dynamic
visualmodels as a tool that instructors canuse to communicatemathematical ideas. To
underline the value of visualization in communicating mathematics, we accompany
our dynamic visual models with the corresponding formal mathematical proofs.2 We
hope to convince the reader that sometimes, as Jonathan Borwein said, “It is easier
to see than to say!” [7]

It is necessary for students to clearly understand the distinction between dynamic
visual models and formal mathematical proofs. When using dynamic visual models
or, so-called, proofs without words, the instructor should remind their audience that
an important role of mathematics is to check if one’s perception of an object obtained
through human senses matches the established facts and standards. For example, the
dynamic visual model of a Fibonacci Jigsaw Puzzle demonstrates a “proof” that
64 = 65 (Fig. 1).

See [19] for more Fibonacci Jigsaw Puzzles and an extensive list of references
related to this topic.

Therefore dynamic visual models should be used to produce

the insight that will give the reasons why a property is true [12]

and to remind the student

never to accept anything for true which [they] did not clearly know to be such; that is to
say, carefully to avoid precipitancy and prejudice, and to comprise nothing more in [their]
judgement than what was presented to [their] mind so clearly and distinctly as to exclude all
ground of doubt [10].

Dynamic visual models play an important role in the presentation of mathematics in
general. In the words of Mike Bostock:

Visualization leverages the human visual system to augment human intellect: we can use it
to better understand these important abstract processes, and perhaps other things, too [8].

All dynamic visual models that we have produced so far are based on what Alsina
and Nelson [1] call the Cantor principle and give it as follows:

If two sets are in one-to-one correspondence, then they have the same number of elements.

1Others have also created similar models. See for example [25–28].
2None of the proofs in this note uses mathematical induction.

http://people.math.sfu.ca/~vjungic/CLF/64-equals-65.html
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2 Mathematical Proof in the Calculus Classroom

An obvious shortcoming of our dynamic visual models and visual proofs in general
comes from the fact that such models demonstrate only a limited number of cases of
the particular mathematical phenomenon. Ron Graham, Bruce Rothschild, and Joel
Spencer stated the challenge of generalizing patterns recognized in a small number
of cases in their Law of Small Numbers:

Patterns discovered for small k disappear for k sufficiently large tomake calculations difficult.
[11]

Richard Gay reflected on the fact that there are patterns among small numbers that
do not hold in the general case in his Strong Law of Small Numbers:

There aren’t enough small numbers to meet the many demands made of them. [13]

These laws, despite being lighthearted mathematical humour, point out at least two
outcomes that the process of teaching and learning mathematics must achieve. One
is the awareness that mathematics plays a role in keeping our intuition and hopeful
thinking in check. Another is the realization that using not well-defined terms may
produce vague statements.

We illustrate these two learning outcomes by the fact established by David
H. Bailey et al. [2] that π/8 and the integral

∫ ∞

0
cos(2x)

∞∏
n=1

cos(x/n)dx

agree to 42 decimal digit accuracy, but are not equal. Only mathematics with its
question “What about the 43rd digit?” prevents us from jumping to the conclusion
that if the value of the integral agrees to 42 decimal digits with such a nice constant
as π/8 is, then the integral must be equal to the constant. And, is 42 a small number
of decimal places? In this case, apparently it is, even if something as small as 10−43

escapes human perception.
Hence, the existence of a formalmathematical proof is andwill stay as the ultimate

criterion in the process of establishing mathematical facts. But, going back to our
calculus classroom, the question that the instructor faces is how to communicate
this fundamental idea to a group of students that are often with no or a very limited
experience with mathematical proofs?

In 2005 Jonathan Borwein wrote:

There is a disconcerting pressure at all levels of the curriculum to derogate the role of proof.
This is in part motivated by the aridity of some traditional teaching (e.g., of Euclid), by the
alternatives now being offered by good software, by the difficulty of teaching and learning
the tools of the traditional trade, and perhaps by laziness. [4]

Jonathan Borwein was not the only one to notice the “pressure (…) to derogate the
role of proof” in teaching mathematics. For example, Gila Hanna examined “three
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specific factors that have lent imputes to the decline of proof in the curriculum” in
the 1990s:

1. The position adopted in its Standards by the National Council of Teachers of
Mathematics in the United States that proof needs to be explicitly taught only to
those students who intend to pursue post-secondary education.

2. Theviewof someeducators that deductive proof needs no longer be taught because
heuristic techniques are more useful than proof in developing skills in reasoning
and justification.

3. The idea, suggested and encouraged by the growing use of software with dynamic
capabilities, that deductive proof might profitably be abandoned in the classroom
in favour of a dynamical visual approach to mathematical justification. [14]

The content of the current curriculum for two high school precalculus courses, Princi-
ples ofMathematics 11 and12, inBritishColumbia,Canada, supports bothBorwein’s
observation and Hanna’s examination: It mentions the notion of proof only a few
times. The curriculum mandates that students taking Principles of Mathematics 11:

– verify and prove assertions in plane geometry, using coordinate geometry;

– investigate (…) circle properties using computers with dynamic geometry software, and
prove them using established concepts and theorems.

The Principles of Mathematics 12 students need to

– use algebraic manipulation to simplify and prove given [trigonometric] identities for the
general case;

– use algebraic manipulation to prove given identities involving sum and difference and
double angle identities.

Hence, the precalculus curriculum in British Columbia does not demand that the
general high school student population be exposed to mathematical proofs in a sig-
nificant way. As a side note, we mention that the 2015 Programme for International
Student Assessment (PISA) ranks the performance of Canadian high school students
in mathematics as “Better than OECD average—decline since 2006” [23].

In the authors’ experience the lack of exposure to mathematical proofs in high
school has a ripple effect: a first-year university calculus course may be designed
to reduce mathematical proofs to the level of a straightforward application of estab-
lished concepts and theorems.We support this claim by a brief analysis of the current
learning outcomes for Math 100—Differential Calculus with Applications to Physi-
cal Sciences and Engineering, a standard calculus course offered by the Department
of Mathematics at the University of British Columbia (UBC), one of the leading
Canadian universities. In the section entitled “Course-level Learning Goals” this
8-page long document contains the following:

Students will also learn how to construct simple proofs. They will learn to show that a
given mathematical statement is either true or false by constructing a logical explanation
(proof) using appropriate Calculus theorems and properties of functions. In particular, when
applying a theorem, students will recognize the importance of satisfying its hypotheses and
drawing logical conclusions. [20]
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This quote indicates that the authors of the document feel that they need to define to
their students what a mathematical proof is (“a logical explanation”) and to explicitly
deconstruct the notion of a proof into its two key stages:

1. recognizing “the importance of satisfying its hypotheses,”
2. “drawing logical conclusions.”

Implicitly, the above quote is suggesting that there is no expectation that the incoming
students even know what a mathematical proof is.

In the section “Top-Level Learning Goals” the statement from the quote is elabo-
rated in the context of the Intermediate Value theorem and the Mean Value theorem.
For example,

State the Mean Value theorem and its corollaries, use it to construct simple proofs about a
given mathematical statement, specifically, recognize when the hypotheses of the theorem
are satisfied, apply the theorem accordingly and draw logical conclusions based on it.” [20]

The impression is that this goal resembles the Principles of Mathematics 11 curricu-
lum, “prove [properties] using established concepts and theorems.”

At this point, after realizing that a major Canadian university in its mainstream
calculus course has a verymodest place for proofs in its “Top-Level Learning Goals,”
it seems natural to ask the following questions:

Should students see proofs in a standard calculus course?
Should students do proofs in a standard calculus course?

These are the exact questions that Thomas W. Tucker considered in [29]. In short,
Tucker’s answer was, “It depends which kind of proof we are talking about.” Tucker
distinguished two types of proofs. He described Proof I as the type of proof which
“goal is to develop a formal language with which those results can be proved true.”
On the other hand, Proof II “is less formal, and is used to answer a question that
is in doubt.” While going through the list of “some commonly given reasons” why
calculus students should see proofs, Tucker argued that Proof II should be preferred
to Proof I:

Seeing Proof II may help more [than Proof I] in later courses, but not nearly so much as
doing Proof II. [29]

At the end of the paper, Tucker gave a few examples of Proof II and concluded:

The point is that problems like these should be in a calculus course, and at present they are
not. [29]

Even though Tucker’s paper was written about 20 years ago, in our opinion, it is still
relevant. Any conscientious math instructor will try to introduce to their students the
notion of mathematical proof through examples and assignment and exam problems
at the right level (this is the basic idea of Tucker’s Proof II) and as much as possible.
The challenges that this instructor will face include the limited capacity of their audi-
ence to engage in proving statements that require more than a simple application of
the already established facts. This particular challenge should be patiently and per-
sistently addressed throughout the learning process and with all available resources.
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Fig. 2 A link to dynamic model of the proof of Theorem1. The url is http://people.math.sfu.ca/
~vjungic/CLF/sum-odd.html

In our view, dynamic visual models and technology in general may play a key role
in helping the learner to grasp the essential idea of the mathematical proof.
We conclude this section with two observations.

A calculus instructor may find themselves in a seemingly contradictory situation.
On one hand, in demonstrating proofs in the classroom there is no expectation to go
beyond straightforward applications of already established facts. On the other hand,
the instructor has the responsibility to introduce mathematical ideas, mathematical
language and notation, and mathematical rigour as the essence of the mathematical
proof at a level that will create the opportunity for all students to explore their
mathematical talents anddevelop theirmathematical skills to the best of their abilities.
Simply, in the current university math learning environment, if calculus instructors
do not do this, who will?

Aswe have demonstrated, the time and space formathematical proofs in a calculus
classroom are quite limited. On the other hand, as Jonathan Borwein’s quote from
above implicates, teaching and learning of mathematical proofs are hard and time-
consuming. It is possible that a dynamic visual model or even a brief sketch on
the board or screen will be the only “proofs” of the particular fact presented to the
students. This may completely change the purpose of a dynamic visual model in the
calculus classroom: instead of being a surrogate it may become the proof.

3 The Sum of the First n Consecutive Odd Positive Integers

Theorem 1 For any positive integer n

n∑
i=1

(2i − 1) = n2.

This fact was known to Pythagoras, c. 570–500 BCE, [15]. The first inductive proof
of Theorem1, has been attributed to Francesco Maurolico, 1494–1575, [17]. Here
we offer a version of the proof attributed to Pythagoras. This version has been the
base for a well-known proof by picture of Theorem1. See, for example, [1, 22].

Click on the image on Fig. 2 to see an animation of the proof when n = 6.

Proof Let n be a positive integer and let A = [0, n] × [0, n] be the region in the
coordinate plane. Clearly, A is a square and its area is μ(A) = n2. For all positive
integers i ∈ [1, n] we define a region Ai in the following way:

http://people.math.sfu.ca/~vjungic/CLF/sum-odd.html
http://people.math.sfu.ca/~vjungic/CLF/sum-odd.html
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Ai = ([i − 1, i] × [0, i − 1]) ∪ ([0, i] × [i − 1, i]).

It follows that, for i �= j , the interiors of Ai and A j do not intersect and that
A = ∪n

i=1Ai . The region A1 is a square and its area is μ(A1) = 1. For i ≥ 2, the
region Ai is the union of two rectangles with disjunct interiors, [i − 1, i] × [0, i − 1]
and [0, i] × [i − 1, i], which implies that the area of Ai is given by

μ(Ai ) = μ([i − 1, i] × [0, i − 1]) + μ([0, i] × [i − 1, i]) = (i − 1) + i = 2i − 1.

Therefore

n2 = μ(A) = μ

(
n⋃

i=1

Ai

)
=

n∑
i=1

μ(Ai ) =
n∑

i=1

(2i − 1).

4 The Sum of the First n Consecutive Positive Integers

Theorem 2 For any positive integer n

n∑
i=1

i = n(n + 1)

2
.

In the proof of Theorem2 we follow the idea that has been attributed to Pythagoras,
c. 570–500 BCE, [3, 15].

Click on the image on Fig. 3 to see an animation of the proof when n = 6.

Proof Let n be a positive integer and let A = [0, n] × [0, n + 1] be the region in the
coordinate plane. Clearly, A is a rectangle and its area is μ(A) = n(n + 1). For all
positive integers i ∈ [1, n] we define regions Ai and A′

i in the following way:

Ai = [i − 1, i] × [0, i] and A′
i = [i − 1, i] × [i, n + 1].

We note that the interiors of Ai and A′
i are disjunct and that

Ai ∪ A′
i = [i − 1, i] × [0, n + 1].

Fig. 3 A link to dynamic model of the proof of Theorem2. The url is http://people.math.sfu.ca/
~vjungic/CLF/sum-int.html

http://people.math.sfu.ca/~vjungic/CLF/sum-int.html
http://people.math.sfu.ca/~vjungic/CLF/sum-int.html
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Hence, for i �= j , the interiors of Ai ∪ A′
i and A j ∪ A′

j do not intersect and A =
∪n
i=1(Ai ∪ A′

i ).
Also, since the area of the rectangle Ai is given by μ(Ai ) = i and the area of

the rectangle A′
i is μ(A′

i ) = n + 1 − i , we conclude that for any integer i ∈ [1, n],
μ(A′

i ) = μ(An+1−i ). Consequently

n∑
i=1

μ(A′
i ) =

n∑
i=1

μ(Ai ) =
n∑

i=1

i.

Finally,

n(n + 1) = μ(A) = μ

⎛
⎝ n⋃
i=1

(Ai ∪ A′
i )

⎞
⎠ =

n∑
i=1

μ(Ai ∪ A′
i ) =

n∑
i=1

μ(Ai ) +
n∑

i=1

μ(A′
i ) = 2

n∑
i=1

i.

5 The Sum of Squares

Theorem 3 For any positive integer n

n∑
i=1

i2 = n(n + 1)(3n + 1)

6
.

The claim of Theorem3 was known to Archimedes, c. 287–212 BCE, [16]. In the
proof below we follow the idea that Nelsen [22] attributed to Martin Gardner and
Dan Kalman. In [9] this method is called the Greek rectangle method.

Click on the image on Fig. 4 to see an animation of the proof when n = 6.

Proof Let n be a positive integer and let A = [0, n(n+1)
2 ] × [0, 2n + 1] be the region

in the coordinate plane. Clearly, A is a rectangle and its area is μ(A) = n(n+1)(2n+1)
2 .

For all positive integers i ∈ [1, n] we define regions Ai , A′
i and A′′

i in the following
way:

Ai =
[
i(i − 1)

2
,
i(i + 1)

2

]
× [0, i], A′

i =
[
i(i − 1)

2
,
i(i + 1)

2

]
× [i, 2n − i + 1]

Fig. 4 A link to dynamic model of the proof of Theorem3. The url is http://people.math.sfu.ca/
~vjungic/CLF/sum-square-int.html

http://people.math.sfu.ca/~vjungic/CLF/sum-square-int.html
http://people.math.sfu.ca/~vjungic/CLF/sum-square-int.html
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and

A′′
i =

[
i(i − 1)

2
,
i(i + 1)

2

]
× [2n − i + 1, 2n + 1].

We note that the interiors of Ai , A′
i , and A′′

i are mutually disjunct and that

Ai ∪ A′
i ∪ A′′

i =
[
i(i − 1)

2
,
i(i + 1)

2

]
× [0, 2n + 1].

It follows that, for i �= j , the interiors of Ai ∪ A′
i ∪ A′′

i and A j ∪ A′
j ∪ A′′

j do not
intersect.

From
i(i + 1)

2
− i(i − 1)

2
= i,

by Theorem2, it follows that

n⋃
i=1

[
i(i − 1)

2
,
i(i + 1)

2

]
=

[
0,

n(n + 1)

2

]

and consequently

A =
n⋃

i=1

([
i(i − 1)

2
,
i(i + 1)

2

]
× [0, 2n + 1]

)
=

n⋃
i=1

(Ai ∪ A′
i ∪ A′′

i ).

Hence the area of the rectangle A is

n(n + 1)(2n + 1)

2
= μ(A) = μ

(
n⋃

i=1

(Ai ∪ A′
i ∪ A′′

i )

)

=
n∑

i=1

μ(Ai ∪ A′
i ∪ A′′

i ) =
n∑

i=1

(μ(Ai ) + μ(A′
i ) + μ(A′′

i ))

=
n∑

i=1

μ(Ai ) +
n∑

i=1

μ(A′
i ) +

n∑
i=1

μ(A′′
i ).

We observe that each Ai and A′′
i is a square with the side of the length i , which means

that μ(Ai ) = μ(A′′
i ) = i2. Thus

n∑
i=1

μ(Ai ) =
n∑

i=1

μ(A′′
i ) =

n∑
i=0

i2.



198 D. Jungić and V. Jungić

Since, for 1 ≤ i ≤ n, μ(A′
i ) = i · (2n − 2i + 1) = i · (2(n − i + 1) − 1), it follows

that

n∑
i=1

μ(A′
i ) =

n∑
i=1

i · (2(n − i + 1) − 1) =
n∑

i=1

(n − i + 1) · (2i − 1).

Thus, each odd number between 1 and 2n − 1 that is written in the form 2k − 1,
1 ≤ k ≤ n, appears in the sum above exactly n − k + 1 times. Observe that, for
1 ≤ i, j, k ≤ n, the odd number 2k − 1 appears in the sum

∑i
j=1(2 j − 1) if and

only if the number i takes the value of one of those n − k + 1 integers i between 1
and n for which k ≤ i . Hence

n∑
i=1

μ(A′
i ) =

n∑
i=1

i∑
j=1

(2 j − 1).

and, by Theorem1,
n∑

i=1

μ(A′
i ) =

n∑
i=1

i2.

Therefore

n(n + 1)(2n + 1)

2
=

n∑
i=1

μ(Ai ) +
n∑

i=1

μ(A′
i ) +

n∑
i=1

μ(A′′
i ) = 3 ·

n∑
i−1

i2.

6 The Sum of Cubes

Theorem 4 For any positive integer n

n∑
i=1

i3 =
(
n(n + 1)

2

)2

.

Theorem3 is attributed to Nicomachus, 60–120 CE [15]. Our dynamic visual model
and the formal proof below follow the proof by Abu Bakr al-Karaji, 953–1029 CE
[3, 15]. On the origin of al-Karaji’s proof, Heath writes:

Two alternatives are possible. Al-Karaji may have devised the proof himself in the Greek
manner, following the hint supplied by Nicomachus’s theorem. Or he may found the whole
proof set out in some Greek treatise now lost and reproduced it. Whichever alternative is the
true one, we can hardly doubt the Greek origin of the summation of the series of cubes [15,
p. 110].

Click on the image on Fig. 5 to see an animation of the proof when n = 4.
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Fig. 5 A link to dynamic
model of the proof of
Theorem4. The url is http://
people.math.sfu.ca/~vjungic/
CLF/sum-cube-int.html

Proof Let n be a positive integer and let A be the region in the coordinate plane
given by A = [0, n(n+1)

2 ] × [0, n(n+1)
2 ]. Clearly, A is a square and its area is μ(A) =(

n(n+1)
2

)2
. For all positive integers i ∈ [1, n] we define regions Ai in the following

way:

Ai =
[
i(i − 1)

2
,
i(i + 1)

2

]
×

[
0,

i(i + 1)

2

] ⋃ [
0,

i(i − 1)

2

]
×

[
i(i − 1)

2
,
i(i + 1)

2

]
.

It follows that the area of each Ai is given by

μ(Ai ) =
(
i(i + 1)

2
− i(i − 1)

2

)
· i(i + 1)

2
+ i(i − 1)

2
·
(
i(i + 1)

2
− i(i − 1)

2

)

=
(
i(i + 1)

2
− i(i − 1)

2

)
·
(
i(i + 1)

2
+ i(i − 1)

2

)

= i · i2 = i3.

We note that the interiors of Ai ’s are mutually disjunct. Therefore A = ⋃n
i=1 Ai and

consequently (
n(n + 1)

2

)2

= μ(A) =
n∑

i=1

μ(Ai ) =
n∑

i=1

i3.

7 Conclusion

In our view, the role of dynamic visual models in the math classrooms may be
described by (at least) four of the “Eight Roles for Computation” stated by David
H. Bailey and Jonathan Borwein in [6]:

Gaining insight and intuition or just knowledge.
Discovering new facts, patterns, and relationships.
Graphing to expose mathematical facts, structures or principles.
Suggesting [to the viewer] approaches for formal proof.

It should be recognized that dynamic visual models are only one of the enhancements
that modern technology brings to the process of teaching and learning mathematics.

In a larger picture, dynamic visual models used in communicating ideas as part
of the learning process fit in what Jonathan Borwein defined as a visual theorem:

http://people.math.sfu.ca/~vjungic/CLF/sum-cube-int.html
http://people.math.sfu.ca/~vjungic/CLF/sum-cube-int.html
http://people.math.sfu.ca/~vjungic/CLF/sum-cube-int.html
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By a visual theorem I mean a picture or animation which gives one confidence that a desired
result is true in Gianqunto’s sense that it represents coming to believe it in an independent,
reliable, and rational way [5].

It should be mentioned that the dynamic visual models presented in this note are
based on mathematical facts that originated as visual theorems, in the sense of the
above definition, in the time of ancient Greek mathematicians [15]. In addition, the
names of the numbers that appear in this note are based on terms that one can easily
visualize: the sum of the first n consecutive odd integers is a perfect square; the
sum of the first n consecutive integers is a triangular number; the sum of the first n
consecutive perfect squares is a square pyramidal number; and the sum of the first
n consecutive cubes is a squared triangular number.

Ageneralization in another direction puts dynamic visualmodels in the category of
tools inmathematics. For an extensive discussion aboutwhat the tools inmathematics
are seen [21, pp. 5–8]. This generalization brings us back to the starting point and
to the reasons why we created dynamic visual models presented in this note. To use
Jonathan Borwein’s words:

Tools can help democratize appreciation of and ability in mathematics. [5]
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A RandomWalk Through Experimental
Mathematics

Eunice Y. S. Chan and Robert M. Corless

1 Introduction

It has been known at least since the nineties that active learning is the most effective
method for teaching science [13]. It is also clear to many people that the corpus of
mathematical knowledge has changed dramatically since the introduction of com-
puters. It is less widely acknowledged that this ought to change not only how we
teach mathematics, but what mathematics we should teach in the first place.

Of course, there have been vocal advocates of just this, including for instance
Gilbert Strang [21] and, very notably, Jon Borwein and coworkers. One of the present
authors has held this view for decades and put it into practice on several occasions,
see e.g. [6, 9, 10].

A major problem, pointed out by Hamming in his iconoclastic Calculus text-
book [12], is that making only minor changes to our practice can only make things
worse, if we’re at a local optimum. To really do better, we have to make very large
changes, basically all at once.

The difficultieswith that are probably obvious, butwe’ll list someof themanyway:
first, resources (it takes time and effort to design from scratch, not to mention to learn
enough to use best pedagogical practices); second, inertia (the standard calculus,
linear algebra, higher math sequence has enormous installed infrastructure including
expectations); and finally outright hostility to change, amounting to denial.

In this paper, we’ll talk about how we took advantage of an unusual confluence
of opportunities to make a serious attempt, serious enough that we feel that this
description will be useful for the next attempt.
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1.1 The Confluence of Opportunities

In May 2014, David Jeffrey (then Chair of Applied Mathematics at Western) was
lamenting the invisibility of our program to students in their first year of study. A
decade previously, you see, the first-year calculus and linear algebra offerings of the
separateMathematics Department and of ours had beenmerged, so students only saw
“Calculus” or “Linear Algebra.” The Applied Math undergraduate program slowly
declined, afterward. In response to the Chair’s lament, RMC simply wrote “Intro-
duction to Experimental Mathematics”—just that—on the whiteboard. The Chair
and subsequently surveyed students were very enthusiastic, and so, with a verbal
promise of a two-year trial both from the Chair and from the Dean of Science, RMC
designed the course over June, July, and August, making (with undergraduate stu-
dent help) the recruiting video https://vimeo.com/itrc/review/99140780/68995faea3
and taught the newly-christened AM 1999 September–December, of that same year,
2014.

With such short notice, enrolment was going to be an issue—Western does not
give teaching credit for undergraduate courses with 9 or fewer students, or graduate
courses with 4 or fewer students. Therefore, RMC invented and designed the sister
course AM 9619 intended for graduate students and senior undergraduate students
(such as EYSC, then—she’s now a PhD student of RMC’s at this time of writing).
Again a verbal promise of a two-year trial was given by the Chair and Dean. These
were to be taught simultaneously, and credit given for one course taught.

“[on seeing the video] This is a wonderful course! It should be profiled!”—Charmaine Dean,
Dean of Science

Themajor resources available for thiswere first RMC’s time—heused a (northern)
summer, normally used for research, to design the course, make the video, socialize it
with students, design the grad course, attend the ICERMconference on Experimental
Mathematics organized by Jon Borwein and David H. Bailey to seek advice there—
NeilCalkinwas especially helpful—explain the course to academic counselors,make
a poster for Fall Preview Day, etc. Another task was to formally write up the course
design and get it approved by Senate. Later, the Course Learning Outcomes had to be
drafted for the undergraduate program description and harmonized with the Program
Learning Outcomes. Second, RMC had some discretionary money he had available
to pay the first TA, Steven Thornton, and an assistant, Torin Viger, to construct
course materials (and to travel to the ICERM conference). The third resource was
the $400,000 Western Active Learning Space, which had just been built (RMC gave
the very first class in it). We’ll talk more about this space and how we used it later.
Details of the space can be found at http://www.uwo.ca/wals/. The fourth resource
was RMC’s record in Experimental Mathematics and in the use of technology for
teaching mathematics, which helped sell the course (both to the students and to the
higher administration).

The members of the Undergraduate Society of Applied Mathematics (USAM)
constituted a crucial fifth resource. They were consulted frequently in the “summer

https://vimeo.com/itrc/review/99140780/68995faea3
http://www.uwo.ca/wals/
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of design” and many of them helped to make the recruitment video linked above.
Their enthusiastic support for the course was very heartening.

1.2 The Western Active Learning Space

The advanced features of WALS that we utilized included, first, the “Air Media” by
which students or the TA could share their computer screens with their 7-member
pods or with the whole class. This feature is not so expensive and one could imagine
classes less richly furnished that still had it. WALS had multiple screens (one per
pod) that could be used independently, and this was more expensive (but still use-
ful). We also used the document camera frequently. However, we did not utilize the
classroom’s sound system or SMART Board pens.

We did use the low-tech whiteboards—there were three sizes: main boards,
portable boards in A-frames and small “huddle boards” that could be placed at will
on the main boards.

WALS camewith eight recent vintage laptops each equippedwithMaple.We used
these each class; they were intended to be one per pod, plus the instructor’s station,
but we didn’t always use them that way. The senior students had Maple on their
personal laptops but the undergraduates did not. Therefore, priority of the classroom
laptops was given to the undergraduate students.

1.3 Active Learning Techniques

Active learning techniques run from the obvious (get students to choose their own
examples, and share) through the eccentric (interrupt students while programming
similar but different programs and have them trade computers and problems) to
the flaky (get them to do an interpretive dance or improvisational skit about their
question). We tried to avoid the extremely flaky, but we did mention them, so that
these introverted science students knew that this was within the realm of possibility.

The simplest activity was typing Maple programs that were handwritten on a
whiteboard into a computer: this was simple but helpful because students learned
the importance of precision, and had immediate help from their fellow students and
from the TA.

Next in complexity was interactive programming exercises (integrated into the
problems). Mathematicians tend to under-value the difficulty of learning syntax and
semantics simultaneously.

We describe our one foray into eccentricity. The paper Strange Series and High
Precision Fraud by Borwein and Borwein [2] has six similar sums. We had six teams
program each sum, at a stage in their learningwhere this was difficult (fiveweeks into
the course). After letting the teams work for twenty minutes, we forced one member
of each team to join a new team; each team had to explain their program (none were
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working at this stage) to the new member. This exercise was most instructive. The
lessons learned included:

• people approach similar problems very differently
• explaining what you are doing is as hard as doing it (maybe harder)
• basic software engineering (good variable names, clear structure, economy of
thought) is important

• designing on paper first might be a good idea (nobody believed this, really, even
after)

• social skills matter (including listening skills).

Perhaps the most important “active learning” technique used, and the hardest to
describe accurately, was a shift in perspective: the instructor attempted to listen
carefully to students’ wishes, and alter the activity, discussion, or topic depending on
what their questions were.Waiting long enough for students to actually ask questions
was often uncomfortable for everyone. The students were, at least initially, reluctant
to use their freedom.

1.4 Active Learning in Mathematics

It is widely accepted that “true” or “deep” learning only happens when students are
actively engaged. The old saying goes, “I hear, and I forget. I see, and I remember.
I do, and I understand.” There is a lot of argument as to how best to make the
students active, engaged, and make them do the work. There is a lot of discussion
of the value of “discovery” versus the apparent efficiency of simple delivery of a
lecture, or reading. We won’t settle those arguments here because in our course, a
mix was employed: some actual lectures (most often short, usually explaining how
to program something in Maple), some individual activities, some partner work,
some games, some peer assessment, a structured project, and giving them choices.
RMC found it very hard (sometimes) to let the students make mistakes. There was
an improvisational element: every class had a plan, and a goal (a “planned learning
outcome”) even if only a modest one, but at anymoment tangential discussions could
be seized as opportunities.

Another precious resource for this course was that it was not a prerequisite for
anything—it had no required specific topics to cover—and thus the learning out-
comes could be quite general, such as achieving the precision of thought necessary
to program computers. Therefore, the class could afford to sail off on tangents, chosen
by members of the class.

The students found this freedom (“lack of structure”) frightening at first, but
exhilarating at the same time. They learned to trust the instructor, and the instructor
learned to trust them.

This is not to say that there was no structure: there certainly was. The main theme
of the course was that of discrete dynamical systems, normally taught long after
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calculus and analysis. But one of the major achievements of computers for mathe-
matics research (and education) is in making deep questions immediately accessi-
ble to students, questions such as “which initial guesses for Newton’s method con-
verge to which roots?” This question immediately gives access to fractals and their
compelling images.

It is less appreciated that computers, via symbolic computation programs such
as Maple or Mathematica, give students the same (or greater!) computational power
to perform mathematical experiments that the giants of mathematical history had;
Lagrange, Stirling, or even Euler, Gauss, and Newton [3]. The students can explore
classical topics such as continued fractions experimentally andmakedeepdiscoveries
themselves.

We ended the course with the Chaos Game Representation of DNA sequences.
This has recently been used to generate an objective “Map of Life” [17]. We point
out that at the time the course was first taught, this was new (not yet published)
frontier research. The students understood it. We got them from entering university
to frontline research results. The rest of this paper gives some examples of what we
did, to do so.

One final introductory point: what did the students say they needed from our pro-
gram, that we weren’t delivering? The number one request (in our survey results,
prior to designing the course) was “more programming.” The number two consider-
ation was “more say in the syllabus,” that is, student-centerd curriculum design. We
aimed to address both needs with this course.

2 Choices of Topics

As previously stated, the theme of the course was “discrete dynamical systems.”
This was chosen because it benefits massively from computer support, it’s outside
the normal curriculum (relieving pressure to teach to a specific goal), and it’s acces-
sible, beautiful, interesting, has applications, and because it has deep connections
to classical topics in number theory (itself outside our standard curriculum). Before
starting to teach, RMC drew up a list of potential vignettes. The top of the list was
the classical theory of simple continued fractions. This topic is extremely accessible
(we will give the first vignette in Section2.1 below) and at the same time interesting,
deep, and demanding of introductory programming skills (iteration, conditionals, and
induction for proof of correctness). The next was the solution of nonlinear equations
by Newton’s method and its generalizations. Other topics included the Thue–Morse
sequence, the Online Encyclopedia of integer sequences, computation ofπ , the game
of life, the numerical solution of differential equations by Euler’s method, visualiza-
tion of complex functions by phase plots, and chaos game representation of DNA
sequences. We sample from these below.

The graduate course AM 9619 had an extra lecture per week (the senior students
attended the AM 1999 activities together with the first-year students, but they got
some advanced material every week that the AM 1999 students did not). We will
give one sample below.



208 E. Y. S. Chan and R. M. Corless

2.1 Continued Fractions and Rational Approximations of
√
2

How does one give control over the pedagogy to the students? RMC could only think
to do it gradually, by doing an example and then asking students to choose their own
examples which we would (first) do together and then (for other choices) they would
do themselves. The students were presented with the sequence

1 ,
3

2
,
17

12
,
577

408
,
665857

470832
, · · · , (1)

which at that point was plucked from thin air. Each term xn is generated from its
predecessor1 by the rule xn = (xn−1 + 2/xn−1)/2. What means the same thing, if we label
the numerators and denominators by xn = pn/qn, in other words

pn = p2n−1 + 2q2
n−1

qn = 2pn−1qn−1 . (2)

“At first glance, nothing seems simpler or less significant than writing a number, say 9/7, in
the form

9

7
= 1 + 2

7
= 1 + 1

7/2
= 1 + 1

3 + 1/2
= 1 + 1

3 + 1

1 + 1/1

. (3)

It turns out, however, that fractions of this form, called continued fractions, provide must
insight...”—from p. 3 of C. D. Olds, “Continued Fractions” [19].

CarlDouglasOldswon the 1973Chauvenet Prize, the highest award formathematical
exposition, for his paper “The Simple Continued Fraction for e.” The book cited
above is likewise a model of lucidity and reads very well today. A new book [4] is
similarly valuable to students.

What follows is a simulation of a whiteboard discussion.

What’s happening [in Olds’ example]? Let’s do the same thing with each xn . First,

we take out the integer part. For our first two numbers, nothing much happens

x0 = 1 (4)

x1 = 3

2
= 1 + 1

2
= 1 + 1

1 + 1/1
, (5)

but this last isn’t much use.
The next number is more interesting

x2 = 17

12
= 12 + 5

12
= 1 + 5

12

1Here, x0 = 1, x1 = 3/2, so on and so forth.
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= 1 + 1
12/5

= 1 + 1

2 + 2/5
= 1 + 1

2 + 1
5/2

= 1 + 1

2 + 1

2 + 1/2

. (6)

The crucial step in this process is writing the fractional part that we get, after taking
out the integer part, as a reciprocal of another fraction, i.e.,

5

12
= 1

12/5
. (7)

Now a longer example:

x3 = 577

408
= 408 + 169

408
= 1 + 169

408
= 1 + 1

408/169

= 1 + 1

2 + 70/169
= 1 + 1

2 + 1
169/70

= 1 + 1

2 + 1

2 + 29/70

= 1 + 1

2 + 1

2 + 1
70/29

= 1 + 1

2 + 1

2 + 1

2 + 12/19

= 1 + 1

2 + 1

2 + 1

2 + 1
29/12

= 1 + 1

2 + 1

2 + 1

2 + 1

2 + 5/12

= 1 + 1

2 + 1

2 + 1

2 + 1

2 + 1
12/5

= 1 + 1

2 + 1

2 + 1

2 + 1

2 + 1

2 + 2/5

= 1 + 1

2 + 1

2 + 1

2 + 1

2 + 1

2 + 1

2 + 1/2

= 1 + [2 , 2 , 2 , 2 , 2 , 2 , 2] for short. (8)
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At this point, you may feel like sticking out your tongue and giving us a raspberry
for such obvious cheating. Think of it like “television wrestling” and give the enter-
tainment a chance!

When you think about it, it is a bit mysterious that the simple rule

xn = (xn−1 + 2/xn−1)

2
(9)

can generate the continued fractions

1 , 1 + [2] , 1 + [2 , 2 , 2] , and 1 + [2 , 2 , 2 , 2 , 2 , 2 , 2] . (10)

The next one

x4 = 665857

470832
= 1 + [2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2] (11)

has fifteen 2’s in it. (By the way; don’t worry, we’ll check that by computer later.)
That’s one, three, seven, and fifteen twos. What’s next? We’ll leave that for now and
go back to the first question, about x2n = p2n/q2n .

The squares of our sequence are

1 ,
9

4
= 2

1

4
,

(
17

12

)2

= 289

144
= 288 + 1

144
= 2 + 1

144
= 2 + 1

122
,

(
577

408

)2

= 332929

166464
= 332928 + 1

166464
= 2 + 1

166464
= 2 + 1

4082

(12)

and at this point, we might be prepared to bet that

x24 =
(
665857

470832

)2

= 2 + 1

4708322
.= 2 + 4.5 × 10−12 . (13)

Checking using RMC’s phone (a Nexus 5), we see that this is, in fact, true. But what
does it mean?

One thing it means is that our sequence can be written as

√
2 − 1

12
,

√
2 + 1

22
,

√
2 + 1

122
,

√
2 + 1

4082
,

√
2 + 1

4708322
.=

√
2 + 4.5 × 10−12

(14)
that is a sequence of square roots of numbers that rapidly approach 2. The denomi-
nator of x5 is

q5 = 2p4q4 = 2 · 470832 · 665857 .= 6.5 × 1011 ; (15)
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the next (
p5
q5

)2

= 2 + 1

q2
5

.= 2 + 2 × 10−24 (16)

about as close to 2 as one molecule in a mole.2

Here ends our simulated whiteboard discussion. Some more questions present them-

selves. Does this continue? Is x5 = 1 + [2 , 2 , . . . , 2] with thirty-one 2’s in the con-
tinued fraction? Does x6 have sixty-three 2’s in it? Is x2n = 2 + 1/q2n always? Does this
mean that xn

.= √
2?

Here’s another question. What is

1 + 1

2 + 1

2 + 1

2 + 1

2 + ...

, (17)

where the 2’s continue forever? Does this make sense? At this point, many students
were surprised at the perfect predictability, and repeating nature, of this continued
fraction, because it is indeed true that with quite natural definitions, this infinite
continued fraction can only be

√
2.

But “everybody knows” that the decimal expansion for
√
2 does not repeat,

because
√
2 is irrational! Why is this different? Is it something special about

√
2?

(Of course a continued fraction is not a decimal expansion.)
The students were then asked to choose their own examples. Predictably, they

chose only other square roots (
√
3,

√
5, etc.) until prodded.

After enough hand calculation, Maple was introduced as a calculator. Some hand
calculation is necessary, at first, because the students need to feel that they are
connected to the mathematics; they need to own it. Once they feel ownership (and
once the computations get tedious) then computer assistance is welcomed.

Over the next three classes, the pace gradually increased until the Gauss map
G : x �→ frac(1/x) mapping (0, 1) to [0, 1) seemed natural; patterns were identified
by the students, such as termination implies rationality, ultimate periodicity implies
that the number is a quadratic irrational. This is Lagrange’s classical result, and not
easy to prove. No proofs are given in this section, only computation; Galois’ result
that purely periodic continued fractions arise from reduced quadratic irrationals is
mentioned but not emphasized—we concentrate on the interval [0, 1).

By this time the students are engaged, talking to each other, choosing different
numbers.Thenumber e causes amazementwith its pattern: e= 2+ [1, 2, 1, 1, 4, 1, 1,

2Avogadro’s number is 6 · 1023, about.
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6, 1, 1, 8, . . .]. The fact that the continued fraction for π is not known and has no
apparent pattern, causes astonishment: in the first two weeks, we have arrived at a
deep open problem.

By now the students are hooked. They’ve learned some Maple; they’ve learned
some mathematics. They’ve learned about fixed points (equal points of period 1,
including the golden ratio φ = 1 + [1, 1, 1, . . .]) and about periodic points. The jour-
ney has begun.

2.2 Newton’s Method,
√
2, and Solving Nonlinear Equations

In the first vignette, we met with the sequence

1 ,
3

2
,
17

12
,
577

408
,
665857

470832
, . . . (18)

which was generated by

xn+1 =
(
xn + 2

xn

)
/2

in words, the average of the number and two divided by the number. This vignette
explores where that sequence came from, and its relationship to

√
2. We approached

this algebraically, as Newton did. Consider the equation

x2 − 2 = 0 . (19)

Clearly the solutions to this equation are x = √
2 and x = −√

2. Let us shift the
origin by putting x = 1 + s; so s = 0 corresponds to x = 1. Then

(1 + s)2 − 2 = 1 + 2s + s2 − 2 = −1 + 2s + s2 = 0 . (20)

We now make the surprising assumption that s is so small that we may ignore s2 in
comparison to 2s. If it turned out that s = 10−6, then s2 = 10−12, very much smaller
than 2s = 2 · 10−6; so there are small numbers s for which this is true; but we don’t
know that this is true, here. We just hope.

Then if s2 can be ignored, our equation becomes

− 1 + 2s = 0 (21)

or s = 1/2. This means x = 1 + s = 1 + 1/2 = 3/2.
We now repeat the process: shift the origin to 3/2, not 1: put now

x = 3/2 + s (22)
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so
(3/2 + s)2 = 9/4 + 3s + s2 − 2 = 0 . (23)

This gives 3s + s2 + 1/4 = 0 and again we ignore s2 and hope it’s smaller than 3s.
This gives

3s + 1/4 = 0 (24)

or s = −1/12. This means x = 3/2 − 1/12 or x = 17/12. Now we see the process. Again,
shift the origin: x = 17/12 + s. Now

(
17

12
+ s

)2

= 289

144
+ 17

6
s + s2 − 2 = 0 . (25)

Ignoring s2,
17

6
s + 1

144
= 0 (26)

or

s = −6

17 · 144 = −1

17 · 24 = −1

408
. (27)

Thus,

x = 17

12
− 1

408
= 577

408
. (28)

As we saw in the previous vignette, there are the exact square roots of numbers ever
more close to 2. For instance,

577

408
=

√
2 + 1

4082
. (29)

It was Euler who took Newton’s “shift the origin” strategy and made a general
method—that we call Newton’s method—out of it. In modern notation, Euler con-
sidered solving f (x) = 0 for differentiable function f (x), and used the tangent line
approximation near an initial guess x0: if x = x0 + s then, using f ′(x0) to denote
the slope at x0, 0 = f (x) = f (x0 + s)

.= f (x0) + f ′(x0)s ignoring terms of order
s2 or higher. Then

s = − f (x0)

f ′(x0)
(30)

so

x
.= x0 + s = x − f (x0)

f ′(x0)
. (31)

The fundamental idea of Newton’s method is that, if it worked once, we can do it
again: pass the parcel! Put
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x1 = x0 − f (x0)

f ′(x0)
(32)

x2 = x1 − f (x1)

f ′(x1)
(33)

x3 = x2 − f (x2)

f ′(x2)
(34)

and keep going, until f (xk) is so small that you’re happy.
Notice that each xk solves

f (x) − f (xk) = 0 (35)

not f (x) = 0. But if f (xk) is really small, you’ve solved “almost as good” an equa-
tion, like finding

√
2 + 1/4082 instead of

√
2. So where did (xn + 2/sn)/2 come from?

xn+1 = xn − f (xn)

f ′(xn)
= xn −

(
x2n − 2

)
2xn

(36)

because if f (x) = x2 − 2, f ′(x) = 2x − 0 = 2x . Therefore,

xn+1 = xn −
(
x2n − 2

)
2xn

= 2x2n − x2n + 2

2xn

= x2n + 2

2xn
= 1

2

(
xn + 2

xn

)
(37)

as claimed.3

Executing this process in decimals, using a calculator (our handy HP48G+ again),
with x0 = 1, we get

x0 = 1

x1 = 1.5

x2 = 1.41666 . . .

x3 = 1.41421568628

x4 = 1.41421356238

x5 = x4 to all 11 places in the calculator. (38)

Now
√
2 = 1.41421356237 on this calculator. We see (approximately) 1, 2, 5 then

10 correct digits. The convergence behavior is clearer in the continued fraction rep-
resentation:

3For more complicated functions one shouldn’t simplify for numerical stability reasons. But for
x2 − a, it’s okay.
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1 , 1 + [2] , 1 + [2 , 2 , 2] , 1+ [2 , 2 , 2 , 2 , 2 , 2 , 2] ,

1 + [2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2 , 2]
(39)

with 0, 1, 3, 7, 15 twos in the fraction part: each time doubling the previous plus 1,
giving 20 − 1, 21 − 1, 22 − 1, 23 − 1, 24 − 1 correct entries. This “almost doubling
the number of correct digits with each iteration” is quite characteristic of Newton’s
method. This clearly demonstrates quadratic convergence.

We then look at the secant method and Halley’s method, which in continued
fractions notation generate a Fibonacci number of convergents (by the secantmethod)
andO(3n) convergents showing cubic convergents (by Halley’s method). This is not
part of any standard numerical analysis curriculum, by the way, that we know of.

We have a fine opportunity for a digression on Fibonacci numbers; another for a
digression on Schröder iteration [20].

Remark 1 We avoid discussion of “convergence” and note that each iterate solves
f (x) − f (xn) = 0; we interpret residuals in context.

2.3 Backward Error

The reader will have noticed that we used 17/12 as the exact square root of 2 1/144;
similarly 577/408 is the exact square root of 2 1/4082. The is an example of what is
called “Backward Error Analysis.” Instead of an approximate answer to the reference
problem, we have an exact answer to a nearby problem.

This is a very powerful old idea, used by von Neumann, by Turing, and others. It
was popularized in numerical analysis by Wilkinson. The book [7] uses it in every
chapter.

It is a useful idea pedagogically, as well due to its ease of understanding for most
students. Students do understand it. If the course you’re teaching the idea in has a
formative assessment, the sly question comes up “Is it all right if I give an answer to
a slightly different question on the midterm?” They get the idea.

Of course some problems are sensitive to changes in their formulation. This is
also not quite mathematics: mathematics gains leverage by abstracting away context,
and backward error needs problem context to be directly useful, but it can be done.

If forward error (e.g.
∣∣∣xn − √

2
∣∣∣) is needed, then one can introduce the notion of

derivative and relative derivative (also known as logarithmic derivative or “condition
number”—von Neumann and Goldstine called it a “figure of merit” [22]).

But in this first-year course, a direct interpretation allows one to avoid infinity and
to avoid the calculus. If x = p5/q5, then the difference between x2 and 2 is less than
2 · 10−24 light-years or ∼ 10−6mm; that is, we’ve found the exact length of triangle
whose hypotenuse is not 2 light-years, but 2 light-years + less than a millionth of a
millimeter. Students get this.



216 E. Y. S. Chan and R. M. Corless

The next section, on modified equations, applies this idea in an advanced context
for graduate students.

2.4 Modified Equations

As an example lecture for the senior students, consider the construction of a so-called
modified equation. This was done in lecture format. In an attempt to understand a
very simple numerical method (fixed time-step Euler’s method) on a very simple but
nonlinear initial value problem, namely, ẏ = y2, y(0) = y0, one might attempt to
use a technique called “the method of modified equations”. This leads to the series

1 − v + 3

2
v2 − 8

3
v3 + · · · − 9427

210
v7 + · · · . (40)

Computation of the series coefficients is somewhat involved but automatable. Con-
sulting the Online Encyclopedia of Integer Sequences leads us to the work of
Labelle [18], in combinatorics; this connection is powerful and unexpected.

The idea of this lecture is that we begin with “brute force”; then consult the OEIS
or some other resource to try to identify our results and find faster/better ways, and
to make connections to other works. Then we extract other useful materials from the
results, proving what we can. We give some more details of the lecture, below.

The method of modified equations is a neat idea: if we solve a DE, say ẏ = f (y),
by a numerical method, say yn+1 = yn + h ẏn (Euler’s method), then in order to
explain the numerics we look for a modified equation

Ẏ = F(Y ; h) (41)

which (more nearly) has Y (tn)
.= yn . References include [7, pp. 662–671], and [11]

as well as [5, 8]. It’s best explained by example. Consider f (y) = y2. Then ẏ = y2,
y(t0) = y0 is actually easy to solve: ẏ

y2 = 1 so
∫ t
t0

ẏdt
y = ∫ t

t0
dt = t − t0 or − 1

y |tt0 =
1

y(t0)
− 1

y(t) = t − t0 or

y(t) = y0
1 − y0 · (t − t0)

. (42)

This is singular at t = t0 + 1
y0
.

Let’s pretend we don’t know this, and instead solve the problem using Euler’s
method with a small fixed time-step n:

yn+1 = yn + hy2n n = 0, 1, 2, . . . . (43)

The key step in themethod ofmodified equations is to replace this discrete recurrence
relation with a functional equation: Y (t) interpolating the data (tn, yn) so Y (tn) = yn;
since tn+1 = tn + h we have necessarily Y (tn + h) = Y (tn) + hY (tn)2.
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We now insist that
Y (t + h) = Y (t) + hY 2(t) (44)

everywhere, not just at t = tn . This is a weird thing to do. Even weirder, we now
look for a differential equation for Y (t), to replace the (harder) functional equation.
Using Taylor expansion we have

Y (t + h) = Y (t) + Ẏ (t)h + Ÿ (t)
h2

2
+ ...

Y (t)
h3

6
+ · · · (45)

so we have (in a statement with a breathtaking lack of rigor)

Y (t) + hẎ (t) + h2

2
Ÿ (t) + h3

6

...
Y (t) + · · · = Y (t) + hY 2(t) (46)

or

Ẏ (t) + h

2
Ÿ (t) + h2

3!
...
Y (t) + · · · = Y 2(t) . (47)

This is a singular perturbation of the original. It’s not very helpful. We can truncate:

N∑
k=1

Y (k)(t)
hk−1

k! = Y 2(t) + O(hN ) . (48)

We can differentiate (no breath left!)

Ÿ + h

2

...
Y + h2

3! Y
IV + · · · = 2Y Ẏ (49)

and again
...
Y + h

2
Y IV + O(h2) = 2(Ẏ )2 + 2Y Ÿ (50)

as many times as we need to.
Noticing that we need one less order in h with each derivative we have

Ẏ + h

2
Ÿ + h2

6

...
Y = Y 2 + O(h3) (51)

Ÿ + h

2

...
Y = 2Y Ẏ + O(h2) (52)

...
Y = 2(Ẏ )2 + 2Y Ÿ + O(h) . (53)

Since the second equation implies Ÿ = 2Y Ẏ + O(h), and the first equation implies
Ẏ = Y 2 + O(h), the third equation can be simplified to
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...
Y = 2Y 2Ẏ + 2Y (2Y Ẏ ) + O(h)

= 6Y 2Ẏ + O(h). (54)

Using this in the second equation gives

Ÿ + h

2
(6Y 2Ẏ ) = 2Y Ẏ + O(h2) (55)

and using both of these in the first equation gives

Ẏ + h

2
(2Y Ẏ − 3hY 2Ẏ ) + h2

6
(6Y 2Ẏ ) = Y 2 + O(h3) (56)

or

Ẏ + hY Ẏ − 3

2
h2Y 2Ẏ + h2Y 2Ẏ = Y 2 + O(h3) (57)

or

(1 + hY − 1

2
h2Y 2)Ẏ = Y 2 + O(h3) (58)

or

Ẏ = (1 + hY − 1

2
h2Y 2)−1Y 2 + O(h3) (59)

or

Ẏ = (1 − hY + 3

2
h2Y 2)Y 2 + O(h3) . (60)

What does this mean? It means that Euler’s method applied to ẏ = y2 gives a
better solution to

ẏ = (1 − hy + 3

2
h2y2)y2 (61)

(which wasn’t intended); indeed it’s O(h3) accurate on that one.
Why is this our first senior lecture on Open Problems for Experimental Maths?

Because it was among RMC’s first forays into the subject. Hewrote aMaple program
to compute more terms; then tried to use “gfun” in Maple (which failed) and the
Online Encyclopedia of Integer Sequences (which worked) to identify B(v) where

ẏ = B(hy)y2 (62)

with B(v) = 1 − v + 3
2v

2 + · · · is the modification. From the OEIS we are led to
[18] which gives (in another context)

B(v) =
∑
n≥0

cnv
n (63)

with c0 = 1 and cn = − 1
n

∑n
i=1

(n−i+2
i+1

)
cn−i . This series diverges.
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“Therefore, we may do something with it”—O. Heaviside [14].

For very small v,

B(v) ∼ 1 − v + 3

2
v2 − 8

3
v3 + O(v4) . (64)

Note: yn+1 = yn + hy2n → hyn+1 = hyn + (hyn)2 so putting v(t) = hy(t) gives
(with τ = t−t0

h )

v(τ + 1) = v(τ ) + v2(τ ) (65)

dv

dτ
= B(v)v2 (66)

∴ dv(τ + 1)

dτ
= B(v(τ + 1) · v(τ + 1)2 (67)

and
dv(τ + 1)

dτ
= dv

dτ
+ 2v

dv

dτ
= (1 + 2v) · B(v) · v2 (68)

∴ B(v + v2) · (v + v2)2 = (1 + 2v)B(v)v2 (69)

or B(v + v2) · (1 + v)2 = (1 + 2v)B(v) when v ≡ 0 . (70)

Therefore, we have a functional equation for B.

B(v) = (1 + v)2

(1 + 2v)
· B(v + v2) (71)

or

B(v + v2) = (1 + 2v)

(1 + v)2
B(v) (72)

dv

dt
= B(v)v2 (73)

dv/dt

B(v)v2
= 1 (74)

∫ t

t0

dv/dτ

B(v)v2
dτ = t − t0 (75)

if we can evaluate B(v), we can numerically integrate this to get F(v(t)) −
F(v(τ0)) = τ − τ0 which will allow us to plot v(τ ).

What happens in the iteration vn+1 = vn + v2n?

• vn → ∞ as n → ∞,
• vn → 0 as n → ∞,
• sometimes neither.

We can see this experimentally. Notice that B has a pole if v = − 1
2 or if v + v2 = − 1

2
and so on. Therefore, the pre-images of vn = − 1

2 are all poles. Therefore, poles
approach 0 arbitrarily closely. Therefore, the series at 0 cannot converge.
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The Maple code to plot the pre-images is as follows:
> Digits := 15;

Digits := 15

> Wanted := 100000;

Wanted := 100000

> preimages := Array(0 ..Wanted);

preimages :=

⎡
⎢⎢⎣

0 .. 100000 Array
Data Type: anything
Storage: rectangular
Order: Fortran_order

⎤
⎥⎥⎦

> iworking := 0;

iworking := 0

> ifree := 1;

ifree := 1

> preimages[0] := 0.5;

preimages0 := −0.5

> while ifree < Wanted do

p := preimages[iworking];

preimages[ifree] := − (1 + √
1 + 4 · p)
2

;

ifree := ifree + 1;
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preimages[ifree] := − p

preimages[ifree - 1]
;

ifree := ifree + 1;

iworking := iworking + 1;

end do:

>plot(map(t→[Re(t), Im(t)],[seq(preimages[k], k = 0 ..Wanted)]),

style=point, color=black, symbol=point, symbolsize=1)

Remarks

• The pre-images of− 1
2 are a subset of the Julia set. B(v) is singular on all of those!

B(pN ) =
N−1∏
j=0

(1 + v j )2

(1 + 2v j )
B(vN ) = B(−1

2
) = ∞. (76)

• The set of pre-images of − 1
2 is an infinite set and is a fractal (looks like a

cauliflower) and approaches 0 arbitrarily closely. Therefore, there are poles of
B(v) arbitrarily close to 0 and thus, the series B(v) = 1 − v + · · · cannot con-
verge.

• The pre-images of −1 are zeros of B and they’re also dense in the Julia set.
Therefore, the Julia set forms a natural boundary for B(v) and dv

dt = B(v)v2 is
nasty.

• The pre-images for the Mandelbrot derivation are computed similarly but more
simply.

• We reused the pre-image code for the first-year course, for general Julia sets.

2.5 Chaos Game Representation of DNA Sequences

This final vignette shows that these dynamical ideas are not just toys or idle puz-
zles but useful tools for science. As mentioned in the previous section, when the
course was first taught, this research area was new and not yet published. Since then,
[15–17] have been published, in which the most recent paper [15] was published in
a top journal, Bioinformatics (Figure1).

It is general knowledge that DNA is a double helix and is made of four bases: ade-
nine (A), guanine (G), cytosine (C), and thymine (T). However, for DNA sequencing,
we only need to look at one of the two strands of the DNA since the bases are paired:
A with G, and C with T. This means that if we know one strand, we automatically
would know both strands (as long as there are no mutations). DNA sequences are
unique to each organism; therefore, using chaos game representation, the goal is to
be able to quantitatively classify the organisms by their classes (in this case, animal
classes; the five most well-known classes of vertebrates are mammals, birds, fish,
reptiles, and amphibians).
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Fig. 1 Example for
backward error: instead of a
2 light year hypotenuse, we
have a 2 + ε one, where
ε < 10−24 light-years or
10−6 mm

Fig. 2 Chaos game
representation setup

We start with a plot with four corners, each of which represents one of the four
bases in DNA, as shown in Figure2. The algorithm for chaos game representation is
outlined in the following steps:

1. Put a dot in the center; this is the “current dot” at the beginning.
2. Pick the next letter in the sequence (if none, stop), and draw an invisible line from

the current dot toward the corner representing the base.
3. Put a dot halfway on the line; this becomes the new “current dot”.
4. Return to Step 2

The short Maple code below explains this precisely.
However, for the course, we did not use any DNA sequences; instead, we gener-

ated a sequence of (not so) random numbers, in which each number represents an
index of our variable ACGT, which corresponds to a coordinate point (representing
a base). The following is the Maple procedure that was used to generate chaos game
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representation plots.
> CGR := proc(s::list)

local ACGT, k, n, p;

ACGT := table();

ACGT[0] := [-1, -1];

ACGT[1] := [-1, 1];

ACGT[2] := [1, 1];

ACGT[3] := [1, -1];

n := nops(s);

p := Array(0 ..n);

p[0] := [0, 0];

for k to n do

p[k] := (ACGT[s[k]] + p[k-1])/2.0;

end do:

plots[pointplot]([seq(p[k], k=1..n)],color=black,axes=none);

end proc:

We can see that in the code, instead of using letters for the bases, we have used the
numbers 0, 1, 2, 3 instead.

The first sequence the class looked at was the i th prime number (actually, we took
the 103 + kth prime). The result, a diagonal line (Figure3a), was surprising at first.
But actually, it is not that surprising in hindsight. As we all know, prime numbers
bigger than 2 will never be even, so the coordinate points (in this case (1, 1) and
(−1,−1)) that represented “even” values would never occur, thus creating a straight
diagonal line. If we had reassigned the values the coordinate points represent, the plot
would turn out different; instead of a diagonal line, it could possibly be a horizontal
or vertical line. One needs to be mindful of how the coordinate points are assigned.

The students were then encouraged to try other sequences. Some started with
something familiar: one recurring theme of this course was

√
2, so with this in mind,

some students jumped on the opportunity to plot the chaos game representation of
the quotients of the continued fraction of

√
2. As we have seen earlier in the course,

the sequence goes like
1 + [2, 2, 2, 2, . . . , 2] . (77)

Because all elements of the sequence (apart from the first one) are 2’s, it is not
surprising to see a (faint) diagonal line with most of the points in the upper right
corner, shown in Figure3b. The students also tried the partial quotient of e, shown
in Figure3c. What is seen here makes sense as the sequence mostly contains 1’s and
these alternates with even values, so in this case, either 0 or 2. Therefore, it is clear
that there are no points in the lower right corner since that represents the value 3.
Unfortunately, these two plots do not look all that impressive; in fact, it is pretty
underwhelming. Disappointed with this result, the students decided to experiment
with other sequences in which all four coordinates occur.

The students then thought, “Why not take the partial quotients of the continued
fraction of π? The results must be random.” As shown in Figure3d, unexpectedly,
there is indeed a pattern, which shows that the sequence of partial quotients of the
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Fig. 3 Examples of chaos game representations (all examples are mod 4)
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continued fraction of π is not as random as we thought at the beginning of the
course. Although the continued fraction quotients of π may not actually be random,
it is known that the digits of π themselves are. The chaos game representation plot
(Figure3e) of this shows some randomness. This can be compared to the chaos game
representation plot of randomly generated values mod 4 (Figure3f).

Additionally, this brings up the thought of whether this idea can be extended to
other figures—base 6, base 8, base 3. This could possibly be explored in a future
version of the course. This connects interestingly with the random walk on the digits
of π [1].

3 Concluding Remarks

There were many successful outcomes from this course. The most political achieve-
ment was meeting the Hon. Kathleen Wynne, Premier of Ontario, at the time of
publication as part of a WALS demo (she said that she was frightened of mathemat-
ics). Secondly, two undergraduate students who participated in the first year of the
course (Alex Wu and Tiam Koukpari) founded Mustang Capital, initially known as
The Algorithm Trading Club, which has over 100 members. They use the pedagog-
ical principles of this course to teach themselves about algorithmic trading. There
were also many academic achievements that came from this course: beautiful and
prize-winning posters (in ISSAC 2016) were created, and two students (Yang Wang
and Ao Li) published papers from their projects. In addition to this, RMC recruited
at least one PhD student (possibly more are pending). Lastly, interest in the course
has been generated for The Digital Humanities Program.

A Less Happy Outcome

The courseAM1999was taught only once, in spite of the promises from the outgoing
Chair and the Dean to run it for two years. RMC had failed to get the Dean’s promise
in writing, and the incoming acting Chair canceled the second offering, owing to
an important misunderstanding on the part of some colleagues. Jon Borwein was
scathing about this decision—any new program needs time for growth of awareness,
and this was especially acute here given the short period from conception (May 2014)
to first delivery (Sept 2014). The senior course AM 9619 was offered a second time,
which would have made the second offering of AM 1999 “free”; this makes the lost
opportunity even more sharp.

This bit of data is not included here as a lament, but rather for clarity and as a
recommendation: before undertaking such a serious undertaking, get your promised
support in writing, and be sure to tell your colleagues what you are doing.
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Part III
Financial Mathematics



Introduction

David H. Bailey and Qiji J. Zhu

It is well known that Jonathan Borwein had numerous wide-ranging interests and
intellectual persuasions. Moreover, he never stopped only at purely musing a subject,
but often concerned himself with its impact to science and society. Jon’s involvement
infinancialmathematics research is an excellent illustrationof thesemultidisciplinary
interests.

Jon’smost important contribution in the area of financialmathematicswas his joint
paper with DavidH. Bailey,Marcos Lopez de Prado andQiji J. Zhu entitled “Pseudo-
mathematics and financial charlatanism: The effects of backtest overfitting on out-of
sample performance” [4]. The paper grew out of the authors’ concern that although
mathematics has become a standard language to quantify financial phenomena, it is
also often used in a misguided or substandard fashion, lending a patina of rigor to the
topic at hand, but also masking some serious deficiencies. This paper unequivocally
demonstrated that many financial strategies and fund designs, claiming to be backed
up by extensive “backtests” (analyses based on historical market data), are nothing
more than illusory artifacts resulting from statistical overfitting. Indeed, this paper
concluded that backtest overfitting is the most likely reason why so many financial
strategies and fund designs that look great on paper often fall flat when actually
fielded. This paper was followed by a more detailed analysis on how to estimate the
probability of backtest overfitting [5].

Seeing the potential harm of this abusive use of mathematics to the general
investors and society, Borwein and some collaborators established the blog site
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“The Mathematical Investor: Mathematicians Against Fraudulent Financial and
Investment Advice (MAFFIA)” [6]. From 2013 to 2017 the blog site published
more than 65 blogs to explain to the general public, in accessible language, the many
pitfalls frommisusingmathematics in finance, and the bankruptcy of many popularly
promoted investment methods. In the wake of Borwein’s death, Bailey has continued
to pursue this cause in his new Mathematical Investor blog, which includes material
from the earlier blog, and the MAFFIA.org site [2].

At the Jonathan Borwein Commemorative Conference (JBCC), the talk [7]
addressed the related issue of objectively measuring the reliability of predictions by
financial forecasters. The talk was a concise summary of the joint paper of Jonathan
Borwein with David H. Bailey, Amir Salehipour and Marcos Lopez de Prado [8].
Jon also co-authored another related paper, summarized in a separate talk at the
conference, that specifically addressed overfitting in stock portfolio design [3].

Another line of Jon’s work in the area of financial mathematics was reflected
in the talk [10] at JBCC. In this work, Jon and his co-author Qiji J. Zhu observed
that most important results in financial mathematics can be derived using a unified
framework of entropy maximization. This is an interesting cross-disciplinary study
because entropy maximization is a physical principle. The fact many fundamental
financial results can be derived from such a physical principle begs the question:
Do financial markets behave like physical systems? What can be learned from this
apparent correspondence?

Of course, the abuse and misuse of mathematics are not limited to the area of
financial mathematics. The talk given by M. Altman [1] provides an example in the
area of economics. Jon and his collaborators also discussed another example in the
area of scientific computing in [9].

The talks in the financial mathematics session at the Jonathan Borwein Commem-
orative Conference provides us a glimpse at depth and breadth of Jon’s contribution
to the financial arena. The references below hopefully will give the reader a better
picture of the scope of Jon’s work.
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A Holistic Approach to Empirical
Analysis: The Insignificance of P,
Hypothesis Testing and Statistical
Significance*

Morris Altman

Jon was one of the most creative, critical, energetic and
open-minded academics I ever met and we hit it off almost
immediately. Four years ago we started our collaboration on
workshops and a book, on underlying fundamental problems to
applied statistics, and math from a multidisciplinary perspective.
What a severe loss his passing was to the community of critical
thinkers and thought leaders. And, I lost a friend.

1 Introduction

This chapter sets out to address the question of what are some of the key underly-
ing necessary conditions or foundational requirements for robust scientific statistical
practice, especially in the social sciences, but with a strong bearing on other areas of
applied scientific discourse, including the so-called hard sciences. There is currently
an excessive focus on technique, especially on statistical approaches to hypothesis
testing which, in turn, emphasizes P tests and, relatedly, tests of statistical signifi-
cance. There is also a focus on correlation analysis, with little or no emphasis on
causality nor on the theoretical basis for the applied modelling structure, apart from
the underlying statistical theories. The focus on technique without much relation-
ship to how the data is collected and collated and cleaned, the representativeness
of the data (issues of external validity), what data is collected and why (relates to
the chosen models-theories being employed), the focus on correlations without a
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theoretical context, and a single-minded focus on statistical hypothesis testing can
generate highly misleading analyses under the guise of robust scientific procedures.
This can generate highly misguided policy which can be touted as being scientifi-
cally robust because of its statistical significance and the relatively high correlation
between particular variables.

We discuss how to best use statistics to better understand socio-economic and
behavioural phenomena. And, a first step in so doing is to appreciate the statistical
input that goes into statistical analysis, the assumptions underlying the statistical
theories that are applied, and the fundamental importance of causal theories (non-
statistical theories), for applied analysis. In order of analytical importance, I argue that
the use of P, statistical hypothesis testing and, relatedly tests of statistical significance,
are not of high order importance and should be deemed analytically insignificant. The
focus on P, statistical hypothesis testing and tests of statistical significance detract
from the much more important exercises of data collection, construction and causal
modelling. I provide examples to illustrate the importance of re-focusing analysis
to theory informed applied analysis and the importance of better understanding data
collection and construction. This also serves to pinpoint criticalweaknesses in current
approaches to applied research. I also briefly discuss why sub-optimal approaches to
applied research that yield incorrect scientific results and deleterious policy outcomes
can persist over time. I conclude that this is largely a product of rational behaviour
in a perverse decision-making environment enveloped in a world of imperfect and
asymmetric information and asymmetric power relationship in determining what
gets published and who receives research grants, for example. This decision-making
environment is further polluted by incorrect mental models about what is the most
appropriate and most scientifically robust approach to applied research.

2 What is the Problem

The first order of business is to address the question of why the concern about how
applied research is and has been undertaken. Both inside and outside of the hard
sciences it has been well documented that there has been a focus upon P, statistical
hypothesis testing and tests of statistical significance and that statistical significance
is often used as a proxy for substantive significance [4, 5, 9, 10, 14, 20, 25–27, 29, 29,
33, 35, 36]. Moreover, scholars and practitioners tend to assume that the conditions
for using these tests appropriately are met, with little effort to test this hypothesis.
Also, hypothesis testing is limited to the testing of the null hypothesis in terms of the
statistical significance of the estimated outcome(s). This is in contrastwith hypothesis
testing that relates to addressing questions of causality and specifying necessary and
sufficient conditions. The latter lies outside of the domain of statistical analysis but is
critical to causal analysis. Distinguishing between the two types of hypothesis testing
is of vital importance, where currently the statistical approach to hypothesis testing
in terms of statistical significance now dominates. Additionally, correlation analysis
is used to suggest causation without adequate regard to the possibility of spurious
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correlation. This relates to lack of theoretical focus informing statistical analysis
and inadequate regard to alternative theories to explain causation given particular
circumstances. The main critiques of statistical practice do not pay much attention
to the importance of the robustness of the data used in one’s statistical analysis
and the importance of non-statistical theory driving empirical research. Relatedly
little attention is paid to the extent to which data and sample data construction are
transparent. A necessary condition for robust statistical analysis is the quality of the
data being analysed. This quality needs to be demonstrated, not assumed.

Overall, the main critique of statistical practice in the literature relates to the abuse
of tests of statistical significance. This is a point of commonality across economics,
finance, psychology, and medical/pharma critiques of applied research. P is used
as a proxy for both statistical significance and substantive significance. Relatedly,
statistical significance translates into rejecting the null hypothesis (there is a real
(not a fluke) difference between the empirical result and the null) and accepting the
alternative hypothesis. But a statistically insignificant result translates into accepting
the null since there is no real (fluke) difference between the derived coefficient and
the null. Such statistical hypothesis testing (the statistically flukiness of one’s results)
is used to determine analytical, substantive, clinical significance. So serious is the
malpractice involved in applied research that the American Statistical Association
(ASA) released a statement and a related document trying to nudge researchers taken
into a more scientific approach to applied analysis. Here are snippets of the ASA
statement [9, 34]:

• Good statistical practice is an essential component of good scientific practice, the
statement observes, and such practice emphasizes principles of good study design
and conduct, a variety of numerical and graphical summaries of data, understand-
ing of the phenomenon under study, interpretation of results in context, complete
reporting and proper logical and quantitative understanding of what data sum-
maries mean.

• The p-value was never intended to be a substitute for scientific reasoning. Well-
reasoned statistical arguments containmuchmore than the value of a single number
and whether that number exceeds an arbitrary threshold. The ASA statement is
intended to steer research into a post p< 0.05 era.

• Over time it appears the p-value has become a gatekeeper for whether work is
publishable, at least in some fields This apparent editorial bias leads to the file-
drawer effect, in which research with statistically significant outcomes are much
more likely to get published, while other work that might well be just as important
scientifically is never seen in print. It also leads to practices called by such names
as p-hacking and data dredging that emphasize the search for small p-values over
other statistical and scientific reasoning.

There is this persistent problem in this application of tests of statistical signif-
icance, variously critiqued and condemned. But what needs further emphasis are
the limitations of P and statistical hypothesis testing in general, what are the proper
scientific substitutes for these tests, what is the theoretical context of statistical anal-
ysis, and what is the validity and the limitations of the data being interrogated using
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statistical methodologies. Decreeing over and over again the limitations of P and its
abuse, without robust and clear alternatives being put in place will not result in a
mass transformation in statistical practice. This is especially the case, given themany
obstacles to change discussed below.

3 P and Statistical Hypothesis Testing in Context

Hypothesis testing as defined in statistics is not the same thing as testing for cause and
effect, determining necessary or sufficient conditions, or testing for the impactfulness
of the independent variables upon the dependent variables. To reiterate, practitioners
test for the validity of the null hypothesis against the alternative, thereby testing for
the statistical significance of a chosen variable (but the test is the flukiness of the result
and nothing more). The null hypothesis is the benchmark for the variables (typically
the independent variables) being tested, being tested for whether or not they are
different for the benchmark or the null. Not only are they being tested for differences
from the null, they are tested in terms of a selected level of confidence. One can end
up rejecting the null for a dependent variable at high degree of confidence (the norm,
based on nothing scientific) which is, of course, 95 percent. In this case, one’s result
is statistically significant. One can end up accepting the null and then one’s result
is statistically insignificant. As long as the estimated P-value is equal or less than
the level of confidence, the null is rejected and we have statistical significance. But
hypothesis testing here is simply, very specifically and narrowly related to whether
or not one’s estimates are reliable, whether or not they are statistical flukes, whether
or not repeating one’s analysis with a different sample is likely to generate similar
results in termsof accepting or rejecting the null hypothesis. This is, to reiterate, a very
special type of hypothesis testing. No causality test here, no test for the importance or
impactfullness (size effect), no effort to determine necessary or sufficient conditions,
no determination of which variables should be estimated based on a scientifically
determined reasonable model.

But evengiven this rather narrowconceptual framework, that is acceptingor reject-
ing the null hypothesis, having one’s empirical results deemed statistically insignif-
icant or significant, is based on the presumption of that one’s confidence interval is
scientifically determined. Otherwise, one’s analytical determination in terms of sta-
tistical significance is ephemeral, with benchmarks (in this case confidence intervals
and relatedly, P-values), shifting like sand in a storm.

A directly related contextual point is that what is significant at one level of con-
fidence (95 percent) might not be at another higher level of confidence (99 percent).
Alternatively, what is insignificant at a 95 percent level of significance becomes
significant at 94.5 percent, 94 percent, 90 percent, 89.5 percent, and so on. Tak-
ing hypothesis testing and, therefore, tests of statistical significance at face value,
one’s empirically determined truth statement–“my estimated coefficient is signifi-
cant” (statistically significant)–critically depends on the chosen level of confidence.
But the scientific value of rejecting or accepting the null hypothesis is based on a leap
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of faith, often a blind leap of faith, as analysts blindly accept a particular confidence
interval as God-given, is highly tenuous. Analysts somehow assume that 95 percent
is just right, like the law of gravity or the world is not flat, level of significance.

This assumption is typically made implicitly, based on accepted practice (this is
what other people do, this is what my peers do, this what my and other folk’s software
dishes out). No questions asked. Analysts typically assume that this accepted practice
is most probably scientifically based. Were this practice not scientifically based, then
wouldn’t this practice be abandoned or forced out of the market of statistical analysis
procedures by better practice standards? We discuss below why good practices or
procedures need not chase out our bad orworse procedures (below the known optimal
procedures). Imagine concluding that a cancermedication is statistically insignificant
(accept the null), at a 95 percent level of confidence, where it is significant at 94.5
level of confidence or at a 90 percent level of confidence. This treatment is rejected
as not effective, not different from the benchmark null, even though the confidence
level norm is not scientifically determined. And, based on such hypothesis testing
an empirical result not being significant at 95 percent, is sufficient to reject the null,
even though the result might be insignificant at a 95.5 percent level of confidence.
The same can be said for the impact of minimum wages on employment, regulation
on banking stability, immigration on domestic wages, government intervention and
business cycle volatility, and the frequency and extent of deep recessions. Hypothesis
testing here becomes tenuous, even if one accepted the proposition that these tests
(statistical hypothesis testing) could be of some scientific value.

This problem can’t be overcome. All that one can do is to be transparent about
the meaning of statistical hypothesis testing, providing information on statistical sig-
nificance across an array of confidence intervals. But then there is no mechanical
and simplistic determination of what is or what is not statistically significant. There-
fore, even at its very foundation, statistical hypothesis testing rests on very shaky
foundations. At best, testing for the reliability of one’s estimates can’t be precise,
contains a lot of noise, and is very much assumption-based (on the specified level of
confidence).

Apart from how confidence intervals are applied to hypothesis testing, there is the
critically important issue of the robustness of the data being used in one’s statistical
analysis. This also raises the issue of sample size, the representativeness of one’s
sample and biases in the sample as well as possible errors in data construction. The
latter speaks to the importance of transparency on the methods used to construct
data and to construct one’s sample. Transparency in data construction also makes
it easier to replicate studies using different samples where replication is becoming
increasingly important to the empirical enterprise [12]. One can also better check
for data falsification, which speaks against the robustness of the data used to test
hypotheses [17]. And, one should also check for data that is simply a product of
modelling misspecification, generating data that yield meaningless estimates [24].
Whichever way we test one’s hypothesis, a necessary condition for the robustness of
one’s results is the robustness and representativeness of the data used in the analysis as
well as themodelling that drives the search for the data to be tested. Statistical analysis
is not all about sophisticated, complex and mathematical analytical tools applied to
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the data. But this is what the focus has been increasingly about, with economics
and finance being good examples of this perspective. Data construction does not
appear to have the lustre and sophistication of the statistical models employed and
their underlying mathematical proofs. But poor data results in impoverished analysis
whether you apply narrow statistical hypothesis testing or the broader hypothesis
testing discussed throughout this paper, which relates to analytical or substantive
significance.

Statistical hypothesis testing is meaningful (testing for the reliability of results;
probability of the outcome being a fluke given a specified confidence interval) only if
one uses samples derived from the population and one that is randomly selected–the
sample should be representative of the population from which it is derived. Hence,
statistical hypothesis testing is meaningless if one is using the entire population of
data. This could be the case for gross domestic product, international trade, labour
mobility, and financial markets. However, analysts tend to test for statistical signif-
icance even when using the entire population of data, which not appropriate. But
most empirical analyses use samples of the population. These can be small or large.
But what is critical is they are representative of the population from which they are
drawn.

A critical exercise is building data sets that are representative or interrogating
samples to determine their representativeness. One then has to determine what the
sample population is representative of. This relates to the external validity of one’s
results. Also, if one is using samples constructed by others one has to determine if
these samples are appropriately representative. This requires transparency on how
data are constructed and how the sample is derived. If one uses American data,
one cannot extrapolate from the American results to Canada, Japan, China, India,
Lebanon or Israel, for example. What is statistically significant for the US is not
statistically significant for other countries, by definition. If one runs a classroom
experiment with a sample student population, one has to ask what is the sample
representative of to what extent can one generalize from such a sample? The same
would go for field experiments as well as for what is referred to as randomized
controlled experiments. Can you really generalize from Newcastle, Australia to the
rest of the world or from a village in one part of Africa to the rest of Africa or to
India, for example? Tests of statistical significance and relatedly statistical hypothesis
testing can only be directly pertinent to a particular representative sample. And what
this is, and how the sample is constructed, is a critical prior to any legitimate to any
statistical hypothesis test. Moreover, tests of statistical significance tell us nothing
about the representativeness of the sample. This can only be determined by prior non-
mechanical analysis. Additionally, when building one’s own samples, it is critically
important to construct samples so that they are as representative as possible given
the target population.

It is also important to avoid the illusion that simply by massaging the data to
yield statistical significance (by increasing sample size) this implicitly implies that
the sample is representative. Statistical significance tests and relatedly statistical
hypothesis testing is not a shortcut to determining the representativeness and overall
robustness of one’s sample.We arewell aware that increasing sample size sufficiently
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makes one’s results statistically significant, given how this statistic is constructed.
This results in rejecting the null hypothesis. Unless one appreciates that this can sim-
ply be a matter of massaging data (increasing sample size without much thought to
representativeness and robustness), this approach can inadvertently result in unsci-
entific and frivolous conclusions, including the notion that one’s results are now,
finally, scientifically robust, even though all that has been done is increasing sample
size.

The focus on statistical significance was, originally, to determine if one’s empiri-
cal result is probably a fluke or not, given that one’s sample is representative. Having
a very small sample (given how statistical significance is calculated) might generate
statistically insignificant results. The sample is too small to generate a reliable out-
come. The result, however, would be true for the sample, even though it might be
a fluke, not replicable with another sample. A statistically insignificant result might
still be of importance when the result is analytically important, where the latter is
related to the size effect. One danger of being too mechanical in one’s use of tests
of statistical significance would be dismissing analytically significant results out of
hand, just because they are statistically insignificant. Increasing sample size can be
of importance, however, since this has the effect of reducing the probability of one’s
results being fluky, which is of considerable importance. But how one increases sam-
ple size is critical. Simply having results that are statistically significant is beside the
point if the sample size is grown without paying careful attention to the representa-
tiveness of the sample.

This point of context is highlighted in the most recent focus on Big Data. One
reasonwhy samples tend to be relatively small relates to the costs involved in building
larger samples. One of the apparent blessings of Big Data is that it is easier and
cheaper to construct larger samples, therefore, generating empirical results that can
all be statistically significant. And this is vitally important, especially for those who
focus on statistical significance and statistical hypothesis testing as the core of the
scientific analysis. But Big Data is no magic answer to the problem of small samples.
Small samples, in and of themselves, are not a problem if the sample is big enough.
Just because one has a lot of data (Big Data) does not mean that one has resolved the
so-called the small sample size problem.Driving up sample sizewithBigData simply
generates statistically significant results (so one can reject the null hypothesis). But
this does not resolve the scientific challenge, where it exists, of small sample size,
yielding statistically insignificant results.

The Big Data problem is exactly the same as when one blindly increases the sam-
ple size to generate (because of the nature of the calculation) statistically significant
results. Any sample small or large must be constructed so that it is robust (minimize
the errors, noise) and is representative. Big Data, where much of the data are not
well-constructed and not representative, when accepted blindly, can generate highly
biased, but statistically significant results. One can have biased samples that are sta-
tistically significant. Clearly, once again, statistical significance, even with Big Data
as a companion, need not signify empirical results that are in any sense scientifically
robust. Indeed, it is much better, scientifically, to have a less Big sample, that is
well-structured and representative [21].
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Another bit of context related to hypothesis testing and the use of correlation
analysis. Firstly, the same problems apply here as they do for standard tests of sta-
tistical significance and statistical hypothesis testing. Moreover, speaking directly to
Big Data, increasing sample size sufficiently will, of course yield statistically sig-
nificant results. But, however strong is a correlation coefficient and even if it is also
statistically significant reveals nothing about causality. This is especially the case
when the correlations are drawn without a theoretical framework. One easily ends
up with statistically significant spurious correlations. The same is true if the theory
is wrong, not being based upon careful consideration of alternative causal variables.
BigData, in and of itself, does not resolve the sample size issue of representativeness,
for example, nor can it address the important issue of causality.

4 Robust Samples, Analytical Significance and
Impactfulness

Even given robust and representative samples, statistical significance, P-values, and
statistical hypothesis testing cannot tells us anything with regards to analytical sig-
nificance, a key point made by critics of the misuse of tests of statistical significance.
To reiterate, statistical significance, P-values, and statistical hypothesis testing, also
cannot tell anything with regards to the robustness and representativeness of one’s
sample. This can only be achieved by doing the hard work, that cannot be done
mechanically through tests of statistical significance. These tests become analytically
meaningless even if we get our sample size large enough. Given that the sample is
representative (and large enough) the result is unlikely to be a fluke. But that is all
of the information that these tests convey at their very best.

Bearing this in mind, the much neglected question in the analytical literature is,
irrespective of sample size, what is the size effect; how large is the estimated coeffi-
cients or correlation. And, related to this, how small is too small to be unimportant
and how big is big enough to be important [25–27]. To the extent that the sample is
representative and well-constructed (robust), the critical analytical question relates
to the size effect, also referred to as analytical or clinical significance. A necessary
condition for the size effect to be of scientific value, generalizable to a pertinent
population, is for the sample to be representative. But the point of focus should then
fall on analytical, not on statistical significance. And, then, hypothesis testing moves
from the realm of statistical hypothesis testing (which is all about statistical signifi-
cance) to testing for analytical significance and testing for and establishing causality
[4, 5, 8, 14, 20, 25–27, 33].

Hypothesis testing can take the form of testing for analytical significance. The
null can be that the independent variable has no effect on the dependent variable.
But this here is not related to testing the null with regards to statistical significance.
The prior here is that the estimated coefficient is in some sense meaningful and real.
The question is, is this real effect of analytical significance. The null can be that



A Holistic Approach to Empirical Analysis: The Insignificance of P … 241

government macroeconomic intervention has no effect on the extent and depth of the
business cycle, that managerial quality has no impact on productivity, that mental
health has no effect on productivity, that individuals don’t make financial decisions
based on herding (follow the leader), that a medical treatment has no effect on
morbidity. Wemight find that improved managerial quality increases productivity by
5 percent and that herding can explain (statistically) 20 percent of financial decisions
(the purchase or selling of shares). Are these effects big enough to be of importance?
No statistical package can address this question. Analytical significance needs to
be discussed in the context of the size effect and perhaps the costs (or opportunity
costs) of achieving a particular size effect. What needs to be made explicit is the
size effect and what it means in terms of the impact of the independent variable
or variables on the dependent variable. The narrative surrounding the size effect
(analytical significance) becomesof fundamental importance.This typeof hypothesis
testing focuses attention on impact and raises questions and provides insights on
causality (the possible causal relationship between the independent variable on the
dependent variable). The size effect should be reported and discussed even if one’s
findings are not statistically significant as long as the sample is a representative one.
A too small sample size simply suggests that one should (probably) increase the
size of the sample. But the size effect still provides some insight on the relationship
between the independent variable(s) and the dependent variable or the correlation
between pertinent variables.

Once one pays attention to the size effect, then one must pay attention to simple
but important descriptive statistics such as whether one measures the size effect in
terms of the arithmetic average or in terms of the median, for example. The choice
could make a big difference to one’s narrative about the size effect. Reporting on the
size effect using both measures could contribute to an important analytical narrative.
Much hinges on the analytical hypotheses one is testing. One might also wish to
report on the variance for each mean. The latter is important because the extent
of variation can speak to the reliability of the impact of the size effect. Greater
reliability is generated by samples with less variation, ceteris paribus. One much
discussed measure of size effect has been the Cohen d statistic, which standardizes
the size effect in terms of standard deviation [15]. This might be too much of a
mechanical measure, but it still provides some pertinent information on size effect
and, therefore, on analytical significance.Also, one can specify the size effect in terms
of the percentage of one sample whose size effect is greater than some threshold to
be of analytical importance. This specification is significant when the variance is
relatively large. However, which way one decides to articulate the size effect or its
context, this discourse is of critical importance and needs to be given superior weight
to the standard focus on statistical significance and statistical hypothesis testing.
Science is supposed to speak to analytical importance, the relationship between
possible causal variables, and the measured relationship between independent and
dependent variables. This is the purview of size effect related narratives.
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5 The Role of Non-Statistical Theory and Statistical
Analysis

Without carefully considered theory (non-statistical theories or models) underpin-
ning one’s empirical analysis, even if one focuses on size effects, these measured
effects might be misleading and misguiding, a product of spurious correlations and
the use of missing or inappropriate modelling variables. The most poorly specified
models will always generate correlations and estimated coefficients for the indepen-
dent variables. And if the sample size is large enough these will also be statistically
significant. With Big Data, for example, we enter into a sublime world of statistical
significance. But here, without well-specified theory and representative samples, the
size effects, no matter how big are scientifically meaningless.

Theory is required to specify which variables are being causally linked. And, this
hypothesized causal link can then be tested in terms of correlation and size effect
of the independent variables. But a problem arises if the theory is not well thought
out or interrogated for its reasonableness. For example, it could be possible for there
to be a high and positive correlation between rainfall and clothing output in New
York City in a specified period. The underlying theory is that more rain is causally
linked to more clothing production and vice versa. But is this a plausible theory
based on our empirical understanding of the relationship between rainfall and the
level of clothing production? What one has actually measured might very well be a
spurious correlation, one that might even be statistically significant. One might have
a model of financial markets that predicts no major financial crisis into the future,
which any individual versed in financial history might find suspicious, but financial
decisionmakersmight find scientifically valid, especially if the results are statistically
significant. [32]. But such analysis removes from the data set deep financial crisis
such as characterized by the Great Depression of the late 1920s. Overall, poorly
modelled and ahistorical (financial crises eliminated from the data set), generates
spurious and misleading results.

One might have an analysis that attempts to determine laggard economic perfor-
mance, but assumes that the economy is economically efficient, following from the
behavioural assumption that all rational decision makers will always be economi-
cally efficient. But this approach of conventional economics can’t address causes of
poor economic performance that are caused by economic inefficiency (referred to
by [23] as x-inefficiency) as this aspect of the black box of the firm is assumed to
be unimportant. This type of model is plagued by missing variable problems since
alternative more realistic assumptions underlying the theory of the firm are ignored
and are not being tested. Statistical significance and even an impressive size effect
loses its scientific clout in this type of scenario. Conventional economics assumes
that higher wages increases unemploymentmakingworkers worse off all other things
remaining the same. But this assumes that higher wages don’t incentivize individuals
to increase productivity offsetting the costs of higher wages. The latter is assumed
away. What one has here is another critical missing variable problem that can lead
to misleading causal analysis.
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In medical research, randomized controlled experiments, now used in economics
[16] faces other types of methodological problems, vested in theory, which can cause
significant issues irrespective of size effects and statistically significant results.When
appropriately testing for the size effect for particular drugs against the control, the
characteristics of the test group needs to be carefully constructed so that they match
individuals who actually have a particular illness and this test group needs to be
carefully mapped against the characteristics of the control group. The same holds
true when testing for the impact of economic policy. This requires a theory that
hypothesizes the relationship between the drug being tested and the circumstances
in which (and test and control group characteristics) one would expect predicted
results. As always, the theory needs to be reality-based, reasonable and realistic
given likely real-world circumstances.

Theory is what one uses knowingly or unwittingly to test hypotheses (either sta-
tistically or in terms of causality non-statistical hypothesis testing). Theory provides
the guideposts that frame one’s empirical analysis. Therefore, it’s critically important
to take into consideration alternative theories and to consider the reasonableness of
the theories one wishes to test in efforts to determine the causal relationship between
the dependent and independent variables. On the importance of non-statistical theory
as an engine of empirical analysis, Thomas Kuhn (Coase 1994: 27) writes:

The road from scientific law to scientific measurement can rarely be travelled in the reverse
direction. To discover quantitative regularity one must normally know what regularity one
is seeking and one’s instruments must be designed accordingly; even then nature may not
yield consistent or generalizable results without a struggle.

Modelswhich have a high correlation statistic and, overall, impressive size effects,
appear to have the capacity to predict well and be strongly suggestive of causality
(independent variables cause the dependent variables). But this reasoning would be
wrong. Alternative variables (independent variables) might have the same power
(size effect and predictive value), but might be more causally significant. What is
of critical importance is to locate those other variables and determine which are
impactful and which variables are most reasonable in terms of the realism of their
underlying assumptions and the realism of the model in terms of context and the rea-
sonableness of the analytical narrative. This would allow us to distinguish between
models with identical correlation statistics and models with identical measured coef-
ficients for the independent variables. It is those models that are more realistic in
assumptions, modelling and context, that allow us to identify models and variables
that can address questions of causality [3, 7, 8, 31]. Then the size effect becomes
analytically meaningful. But statistical analysis without theory, which amounts to
correlation analysis, or statistical analysis with poorly informed theory, yields mean-
ingless or, perhaps more specifically, misleading size effects and meaningless tests
of statistical significance.

The importance of non-statistical theory to scientific empirical analysis requires
highlighting given the rise of Big Data. As discussed above, Big Data is viewed by
many experts and pundits as the grand solution to limitations of and issues related
to empirical analysis. A theoretical empty empirical analysis invariably results in
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spurious correlations. Theory is required to specify possible plausible causal rela-
tionships that are being identified or tested. Moreover, Big Data (large sample size)
is no guarantee of a representative sample given the hypothesis being tested. A large
enough but relatively small well-structured representative sample is scientifically
robust as compared to a Big Data sample that is not well-structured or representative
[21]. Harford [21, pp. 15–19] makes the point that:

a theory-free analysis of mere correlations is inevitably fragile. If you have no idea what is
behind a correlation, you have no idea what might cause that correlation to break down big
data do not solve the problem that has obsessed statisticians and scientists for centuries: the
problem of insight, of inferring what is going on, and figuring out how we might intervene
to change a system for the better.

The fascinationwith BigData is in part related to the focus by experts on statistical
significance and a further related focus on bigness as the key means to achieve
statistical significance. But as with all statistical analysis, its not all about size and its
certainly not about statistical significance if one is to achieve a better understanding
of causality, possible causality and the veritable impact of the independent variables
upon the dependent variable. Being bigger does not distract from the need for samples
to be representative and robust. Nor does bigger distract for the importance of the
empirical analysis being informed by theory. Of course, empirical evidence can
suggest modification to theory. But this would be as much the case for Big Data as
for well-structured, representative, smaller samples.

6 Statistical Analysis: The Implications of Going Beyond
Statistical Significance

Going beyond statistical significance demands a more holistic approach to empirical
analysis. It does not mean abandoning statistical significance as one input in the ana-
lytical package. However, statistical significance becomes a relatively small player
in an analytical narrative that speaks to analytical significance, causality, and robust-
ness. As discussed, even to the extent that statistical significance and its corollary,
statistical hypothesis testing, remains in play, it must be clearly contextualized in
terms of the variety of confidence intervals that can be used–there is no scientifically
determined correct confidence interval. A P-value that generates insignificance at a
95 percent level of confidence might generate significance at a 94, 90, 89, 85, 80 per-
cent level of confidence. The reader needs to know this context to make a judgement
call on statistical significance in terms of various possible confidence intervals. This
involves more work than simply looking at P through the lenses of one’s preordained
confidence interval. This exercise is scientifically completely meaningless if there is
no prior critical work on the sample, getting the sample as representative as possible
and checking for errors in data construction. And one would also have to develop
a narrative surrounding the representativeness of the sample. A key question in a
scientific narrative is to what extent can one actually generalize from the sample to
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a wider population, how wide, and within what time-frame. Are one’s results time
dependent? Here too, tests of statistical significance are beside the point. They tell
us nothing about sample representativeness, robustness, or generalizability.

Given that one is working with an appropriate sample (or an entire population,
GDP of a country, for example) then the difficult work of determining the analytical
significance of one’s estimates comes to fore. This has nothing to do with statistical
significance. P-values provide us with no useful information here. What is critically
important is that we can explain the size effect of our estimated coefficients including
the correlation coefficient. We need a narrative that discusses what size effect is ana-
lytically significant. This very often is contingent on the problem one is addressing. It
might also relate to costs incurred if one executes a certain policy or puts a particular
medical treatment in place. What are the overall costs relative to the benefits? This
would be a net size effect. Computer programmes generate size effect estimates and
also related coefficients of variance. So, the estimates are there. The hard work is
related to first understanding and then explaining the size effects in the context of
the questions asked and the non-statistical hypotheses being tested.

But as discussed above, there is a prior to even a robust size effect analytically
important narrative. This is all about model or models that inform the derivation of
the estimated coefficients, more specifically the choice of coefficients to be estimated
with regards to the dependent variable. If there is nomodel the estimated relationships
including the correlation coefficients can be misleading and spurious. Correlations
need not have anything to do causation. Moreover, there might be alternative theories
that should be discussed or examined. Otherwise, one’s estimates are plagued with
omitted variable problems generating misleading results with regards to causation
and even the true size effect of specified estimated coefficients.

Figure1 illustrates some of these points. The first step is model choice, which
can involve examining alternative models/theories in terms of their reasonableness
and realism (assumptions) given the context of the theories being tested. This is
related to non-statistical hypothesis testing. This allows for the most scientifically
appropriate choice of independent variables to be chosen for empirical estimation.
But one then must choose the pertinent data set and check for the robustness of
the construction of the data set and the representativeness of this sample (if it is a
sample). Sample size can be important. And some scholars might want to use tests
of statistical significance to help determine if the current sample size is adequate
[28, 30]. However, significance and estimated P-values need to be contextualized
in terms of alternative confidence intervals. But note in this narrative, statistical
significance can play one role, but not at all the key or core role in the scientifically
robust analytical empirical narrative. Given that the model and data are appropriate,
the model is run and estimates are generated. These results can then be analysed for
impact (size effects and variance) and causality. This is the fundamental objective
of robust empirical analysis built upon robust models, and robust and representative
data. Of course, empirical analyses that challenges the models being tested, in terms
of causality, sign of coefficients, correlations, or size effects, can then be used to revise
models or theories when and where appropriate [19]. But it is critically important
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Fig. 1 More scientifically robust to engaging in empirical analysis

that a prior to any revisions to theory is based upon estimates derived from robust
and representative data sets.

7 The Persistence of Inappropriate Approaches to
Statistical Analysis

In spite of the literature and organizational outcry about the misuse of tests of statis-
tical significance, this misuse persists. One argument put forth by economists to help
explain the dominance of statistical significance and relatedly statistical hypothe-
sis testing in empirical analysis is the relatively low costs of using these tests as a
determinant of scientific importance. It’s simply cheaper, in terms of time, to focus
on statistical significance, which is pumped out of any basic statistical programme,
to determine the truth of one’s empirical analysis [4, 35, 36]. From the perspec-
tive of this modelling scenario, if most individuals are motivated by producing their
empirical research by minimizing their cost of production, researchers will persist in
supplying a flawed product (statistical significance and statistical hypothesis testing,
with the accompanying focus on P-statistics) to themarket. This is analogous to firms
being able to supply bread that has a large component of sawdust at a low price.

But the price is not the only factormotivating the supply of flawed empirical output
to the market of ideas. Peer pressure is important. There is respectable empirical
literature on the importance of peer effects influencing behaviour [1, 13]. If your
peers focus on statistical significance, so shall you. This is particularly important
when individuals are uncertain about best practice approaches and rely on peers who
are viewed as leaders to determine the empirical approaches to focus upon. This
is a form of rational herding in a world of imperfect information (on herding: [2,
11, 22]). Related to this, researchers and teachers will abide by what their leaders
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decide, including journal editors, which is the best course of action[18]. This would
be true even if researchers believe that the leaders are wrong. This is a form of
herding that is based on power relationships. This is a form of involuntary herding.
Individuals might engage in such herding because of the fear of punishment (and
the related cost of punishment, hence the cost of adopting the appropriate statistical
methodology). Punishment might consist of having one’s research output or research
grant proposals rejected and being excluded from research teams. Researchers might
also focus on statistical significance and statistical hypothesis testing when they
actually believe that using inappropriate or incomplete methodologies is the best
practice. Here we have a case of incorrect mental models (in this case, what is the
best, most scientific, approach to empirical analysis) driving the decision-making
process [6]. Which mental models one holds to be true is very much a function
of one’s formal and informal education. One also has the costs of changing one’s
methodological approach. This relates to what has been referred to path dependency.
If onehas consistently applied sub-optimalmethodologies shiftinggearmight involve
the psychological costs of changing one’smind.But there are also the costs to analysts
who have focused on statistical hypothesis testing having to re-focus and retrain as
well as having to expose their past research to critical revision. This can result in
research leaders imposing costs on others who would want to introduce different or
broader approaches to statistical analysis [4, 8].

Focusing on the supply side of empirical research, given costs, I would argue
that, overall, supply is affected by peer pressure, herding, power relationships, and
mental models. Changes in these factors could change (shift the supply curve) of
empirical analyses that concentrate on statistical significance as the core truth test.
In a very simple model, reduced peer pressure and improved, more accurate, mental
models would reduce the supply of empirical analyses that concentrate on statistical
significance to determine the validity of non-statistical hypothesis (testing for size
effect, for example), and vice versa.

In Fig. 2, S1, S2, and S3 are three different supply curves. Each is a function of
the average cost of engaging in robust empirical research. The typical supply curve
in economics is upward sloping, with supply being a positive function of price. But
to better illustrate our point we focus on the cost of supplying empirical research,
yielding a downward sloping supply curve. One would expect that supply would
increase as cost falls, ceteris paribus. Supply can shift inward or outward depending
on what happens with the various independent variables such as peer effects and
mental models.
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Fig. 2 Supply & demand of
empiricial research

But the supply side is more complex than this. Improved mental models, by
themselves, will not do the trick. Peer pressure, herding and power relationships
can keep supply (the supply curve) fixed. Interestingly, this model predicts even if
most analysts are dominated by incorrect mental models, they will adopt the correct
approach to empirical analysis, if their peers, especially the most respected and
powerful peers adopt the correct approach to empirical analysis. This would shift
the supply curve inward to the left. Given average cost, less of the relatively low
quality (statistical significance) research will be supplied. On the other hand, even
if most researchers want to do the right thing (correct mental models), this model
predicts that it is unlikely that they will do so unless their leadership, those in power,
adopt the correct approach to empirical analysis. Peers with power is a necessary
condition to drive improvements in the quality of empirical analysis. Given the latter,
improvements inmentalmodels (driven by education and experience)would improve
the quality of empirical research supplied to themarket. Key to improving the quality,
the scientific robustness, of empirical output is changing the leadership and leadership
structure (for herein lies the power), of empirical research.

Of course, there is always the risk-taking lone wolfs, the more entrepreneurial
researchers and leaders, who will supply more scientific research. But given the
material and psychological costs involved in this exercise, the entrepreneurship driver
cannot be expected to yield much change on the supply side. Once again, much
depends on the extent of change taking place amongst leadership, peers with power.

But the key to the dominance of statistical significance-based analysis for the lower
quality low-cost option. Why would there be a market for empirical research that
inappropriately uses tests of statistical significance as the cornerstone for determining
the substantive or analytical importance of one’s results? It is obvious, from the
literature, that academic journals, government agencies, and private sector firms
making use of statistical analysis affords a ready market for statistical significance-
based analysis (statistical hypothesis testing). Leadership and related peer effects
affect not only the supply but also the demand for empirical research, be it relatively
low or high quality. If there is a demand for higher quality empirical research, given
the interaction between the independent variables on the supply and demand-side, on
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would expect that the market for higher quality research would clear with a greater
supply, and demand, of such research.

To simplify this narrative, assume a demand curve that is completely insensitive
or inelastic to average cost, given by our demand curves Da, Db, and Dc. In many
instances, the demand for empirical research would not be affected by the additional
costs of doing empirical research more robustly, going well beyond a focus on sta-
tistical significance. These additional costs might be relatively small as compared
to the total overall costs of doing such research. To the extent that there was some
elasticity, this would simply enforce the use (demand) for lower quality research.
On the other hand, to the extent that private sector decision makers understood that
higher quality research would yield more profit, this would shift our demand curve
inwards to left. This would require a mental model that recognized the importance
of the size effect, for example, as critical to generating truly robust research.

In Fig. 2, given demand curve Dc, total supply at the lowest possible average
cost (assumed to be zero for simplicity) would be cleared on the market (Dc=S1,
at point c). But supply could be greater than demand where S4 cuts Dc at d. There
is an excess supply of lower quality empirical output which could be resolved by
increasing demand (more journals and organizations accepting such output). Given
demand curve Dc, when supply falls below S3, there will be zero demand. In other
words, all higher quality empirical output will be rejected because it will not find a
market. The world is more complicated than this. There might be a market for some
higher quality output, but this would not necessarily dominate the market, given our
assumptions. But in this model, increasing the demand for higher quality output,
given by shifting the demand curve to the left will generate an increasing market
for higher quality, higher cost empirical output. The main point to be illustrated is
that the driving force for the production more higher quality empirical research is the
demand-side. If the demand-side does not budge, the supply side is constrained. Like
the market for organic apples, you can have all the willing suppliers at a particular
price (and cost), but if there is no demand, none will be sold.

It is important to reiterate that in the market for quality empirical research there is
significant interaction between the demand and the supply side. Another important
point to note is that the supply side need not be binary. On the demand-side, to get
published, to get research grants, one need not only rely on tests of statistical sig-
nificance to determine analytical significance. Topping-off a narrative of statistical
significance and statistical hypothesis testing by framing this with different confi-
dence intervals and a discourse on sample construction and representativeness as
well as a narrative on size effects and variances could open some doors (increase
the demand) for higher quality, more robust empirical analysis. But the demand-side
door would be closed if one excluded statistical significance completely from the
analytical discourse. For many in decision-making positions (those with power), a
necessary condition for demand to be realized is some narrative on statistical signif-
icance, statistical hypothesis testing.
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8 Conclusion

It is important to place the use of statistical significance tests and relatedly statisti-
cal hypothesis testing and P-values in their proper analytical context. When this is
done, statistical significance can be seen as a minor player in empirical and statisti-
cal analysis. It is relatively insignificant. Hence, I am not arguing, as many have in
the past, that statistical significance is one of the pillars of any empirical discourse.
Moreover, I am arguing that current approaches to tests of statistical significance
tests are inappropriate being narrowly focused and decontextualized. For example,
confidence intervals are taken as God-given, when they should not be and the vari-
ety of possible and valid confidence intervals and their implications for statistical
hypothesis testing and P-values should be made explicit. And, these tests are applied
even when their applications are meaningless scientifically such as to populations (as
opposed to samples) and to any sample (as opposed to random samples). And, this
is only the tip of the iceberg. Significance tests, per se, become even more analyti-
cally problematic when one acknowledges that simply increasing sample size, even
in a manner inconsistent with statistical methodology, yields statistical significance.
And, this is a significant problem with the current romanticisation of Big Data as the
ultimate solution to problems related to empirical analysis–no thought here about
the importance of substantive significance, of size effects.

The main argument in this chapter is that there is much more to robust empir-
ical analysis than simply determining if one’s results are statistically significance
or not. Even determining the size effect and focusing on the latter can yield highly
misleading results unless the size effect is placed in a much broader context. This
contextualization also applies to our minor analytical player: tests of statistical sig-
nificance and its twin, statistical hypothesis testing.

A necessary condition to robust empirical analysis is choosing an appropriate
model or models to test (non-statistical hypothesis testing, for example), which
serves to direct the choice of independent variables to estimate against the dependent
variable and the variables with which to estimate correlation coefficients. Modeless
analysis is as scientifically questionable as poorly chosen models driving one’s anal-
yses. Appropriate modelling allows one to more robustly discuss and integrate issues
of causality, avoid spurious correlation, and omitted variables issues, one of which
is a spurious correlation.

Then comes the hard work of making sure that data are well-constructed and
samples are representative given the non-statistical hypotheses being tested. Without
the latter any tests are scientifically dubious. The data construction piece is a fun-
damentally important pillar of robust statistical analysis. Then comes the estimation
process, running the model or models. The size effect, analytical importance, sub-
stantive importance, clinical importance, are what matters most. The narrative on
size effect reveals the overall importance of one’s results, but if and only if one has
executed the prior steps in the analytical process appropriately. Once again, statistical
significance is a minor and even an insignificant player in this process.
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I also attempt to address the dominance in the use of statistical significance in
empirical analytical narratives in spite of the well-know problems and limitations in
its use. Key to its dominance is the power vested in those who support the use of sta-
tistical hypothesis testing as a key determinant of empirical analysis. Also important
is the mental models used by practitioners and those with the power to decide what
gets published, what works get commissioned and who receives research grants. But
even if there is a supply of properly constructed empirical research there must be
the demand for it if a more robust and holistic approach to empirical research is to
have an increasing impact on the empirical literature across fields. Which approach
dominates has tremendous effect on public and private decision-making with often
a significant effect on the population at large. One suggested a way to generate the
demand for amore robust, holistic, and scientificallymeaningful approach is to retain
statistical hypothesis testing whilst engaging in the more holistic approach outlined
in this chapter.

One important contribution of this chapter is placing statistical hypothesis test-
ing in a broader context thereby recognizing the fundamental importance of non-
statistical theory in the empirical analytical enterprise. The same is true of the impor-
tance of robust data construction and the representativeness of the same. It’s not sim-
ply about the overall importance of the size effect and the overall insignificance of
statistical significance in the larger empirical analytical enterprise. But at the end of
the day, if all of the priors are done correctly, what needs to dominate the analytical
exercise is a focus on analytical significance and causality even though this more
holistic and scientifically robust analytical path is the more difficult and challenging
one.

Acknowledgements Thanks to Hannah Altman and Louise Lamontagne for their helpful com-
ments and suggestions.
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Do Financial Gurus Produce Reliable
Forecasts?

David H. Bailey, Jonathan M. Borwein, Amir Salehipour
and Marcos López de Prado

1 Introduction and Background

Many investors rely on market experts and forecasters when making investment
decisions, in a sense that the investors follow these forecasts when buying or selling
securities. Needless to say, some of these forecasts turn out to be more accurate
than others. Ranking and grading market forecasters provide investors with metrics
on which they may choose forecasters with the best record of accuracy for their
particular market exposure.

Some of these forecasts are optimistic, while others are pessimistic. One example
of a relatively optimistic forecast was by Thomas Lee, who on January 3, 2015
predicted that the S&P 500 index would be at 2325 1 year hence [6]. (The S&P 500
ranged between 1867 and 2122 during this period, closing at 2012 on January 4,
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2016, well short of the goal.) One example of a relatively pessimistic forecast was
made by ChapmanUniversity professor Terry Burnham, who in July 2013 forecasted
that the Dow Jones Industrial Average (DJIA) would drop to 5,000 before it topped
20,000 [1]; he repeated this forecast in May 2014 [2]. (The DJIA exceeded 20,000
on January 25, 2017, having never dropped below 14,700 during the period 1 July
2013 through January 25, 2017.)

There have been several previous analyses of forecaster accuracy, both in academic
literature and also in the financial press.

As a single example, recently Nir Kaissar analyzed a set of strategists’ predic-
tions from 1999 through November 2016 [3]. He found a relatively high correlation
coefficient of 0.76 between the average forecast and the year-end price of the S&P
500 index for the given year. However, Kaissar also found that while the strategists’
forecasts were reasonably close most of the time, they were surprisingly unreliable
during major inflection points.

For example, Kaissar found that the strategists overestimated the S&P 500’s year-
end price by 26.2 percent on average during the three recession years 2000 through
2002, yet they underestimated the index’s level by 10.6 percent for the initial recovery
year 2003. A similar phenomenon was seen in 2008, when strategists overestimated
the S&P 500’s year-end level by a whopping 64.3 percent in 2008, but then underes-
timated the index by 10.9 percent for the first half of 2009. In other words, as Kaissar
lamented, “the forecasts were least useful when they mattered most” [3].

There are numerous challenges to assessing the predictions of forecasters, not the
least of which is collecting and assessing these predictions. One promising attempt
was in a 2012 study by the CXOAdvisory Group of Manassas, Virginia, who ranked
68 forecasters based on their 6,582 forecasts during 1998–2005 for the period of
2005–2012 [4]. Although that study did not provide full details of its grading, rank-
ing, and metric methodology, it acknowledged some weaknesses: (a) the rankings
were all weighted equally, or, in other words, all predictions and forecasts were
considered equally significant; and (b) the analysis was not adjusted based on the
number of forecasts made by a particular forecaster—some experts made only a
handful of predictions, while others made many; weighting these the same may lead
to distortions when their forecasting records are compared.

In this study, we propose to investigate in greater detail how market experts and
forecasters can be graded and ranked, and then to develop and initially deploy an
alternative and comprehensive methodology. We build on the experience of others
who have collected lists of forecasters, notably the CXO Advisory Group study [4,
5]. Most of these collections are based on the frequency in which the investors or
readers have referenced a particular forecaster. In particular, we will seek answers
to the following questions:

• How do we recognize and prioritize predictions and forecasts? For instance, we
may find different weights for short- and long-term forecasts, or for importance
by a given criteria.

• What metrics and measures are most effective and meaningful?
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For this study, we will focus on forecasts made for the S&P 500 index, mainly
because this is the basis for the similar studies and hence it provides the same basis
for comparison purposes. However, the developed methodology is a general one that
is applicable to any index for which comprehensive data and forecasts are available.

2 Methodology

Our methodology has two parts. In the first part, every forecast or comment of every
market forecaster is evaluated. This is performed by calculating the return of the
S&P 500 index over four periods of time. Typically those four periods are 1 month, 3
months, 6 months, and 12 months. Then the correctness of the forecast, i.e., whether
the forecaster has made a true or false forecast, is determined in accordance with
the time frame for which the forecast is made, considering the correctness of other
forecasts that are supposed to occur before or after the forecast. This part is similar
to the methodology used in the study by the CXO Advisory team, and for this part,
we directly use their evaluation [4, 5].

In the second part, we treat each individual forecast according to two factors:
the time frame of the forecast, and its importance/specificity. This is because not
all forecasts are equally important. For example, a forecast referring to the next few
weeks should be treated differently than the one referring to the next few months; in
particular, long-term forecasts should be treated as more significant than the short-
term forecasts. After all, in the short-term anything could happen, as a matter of
randomness, but in the long-term underlying trends, if any, tend to overcome short-
term noise. For these reasons, we give more weight to longer term forecasts, since
they imply investing skill with greater confidence. In this regard our study contrasts to
the study of CXOAdvisory team, which treated every forecast as equally significant.

In this study, we consider four-time frames, which are weighted as follows:

• Up to 1 month: 0.25,
• Up to 3 months: 0.50,
• Up to 9 months: 0.75,
• Beyond 9 months (up to 2 to 3 years): 1.00,
• If the forecast does not include a time frame, or unless there is an impression
stating otherwise, we assign a weight of 0.25.

The parameterwt ∈ {0.25, 0.50, 0.75, 1.00} denotes theweight associatedwith these
time frame.

Regarding the specificity of a forecast, we assign a weight of either 0.5, for a less
specific forecast, or 1.0, for a more specific forecast. For example, a forecast that
states “the market will be volatile in the next few days” is not a very specific forecast,
because the investor may not be able to make a decision solely based on the forecast.
However, the forecast “the market will experience a correction” is more specific, and
hence, important. In this example, we assign a weight of 0.5 to forecasts of the first
sort, and aweight of 1.0 to forecasts of the second sort. Again, in this regard our study
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contrasts with the earlier study by the CXO Advisory team, which did not introduce
or assign specificity weightings. We use ws ∈ {0.50, 1.00} to denote specificity of a
forecast.

Following definition of wt and ws , we may derive a weight for a forecast by
multiplying those two weights:

w+
i = wt × ws if forecast i is correct, (1)

w−
i = wt × ws if forecast i is not correct. (2)

Notice that w+
i is the combined weight for forecast i when it is true, and w−

i is when
it is false. Then, accuracy of a forecaster may be obtained by Equation (3).
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n j

i=1w
+
i + �

n j

i=1w
−
i

, (3)

where j is the forecaster’s index, and n j is the total number of forecasts made by
forecaster j .

Dataset

In this study, we utilize the same dataset that was previously compiled by CXO. This
dataset includes 68 separate spreadsheets, each of which refers to the data of one
forecaster. The information for each forecaster consists a set of forecast statements
(text), the returns of the S&P 500 index and the correctness of forecast as evaluated
by CXO [4, 5].

Algorithm

To apply our ranking methodology to the dataset, we have developed a program
in the programming language Python 2.7. The program reads every sheet in the
dataset, evaluates the texts (forecast statements) by assigning appropriateweightings,
performs the calculations, i.e., Eqs. (1) to (3), and generates two outputs and saves
them as two spreadsheet files. The first spreadsheet file has 68 sheets (same as the
input dataset), and in addition to the original data includes the detailed outcomes of
the analyses, with rankings. The second spreadsheet includes the ranking summary
for all forecasters, that is, the ranking of all 68 forecasters.

To ensure an appropriate assignment of weights to every forecast, the program has
two sets of keywords. The first set includes four subsets of keywords, each of which
is associated with one-time frame. Each subset includes a set of words and time
adverbs that represent a specific time frame. For example, the word “soon” is one
keyword, which represents a very short-term time frame. The second set of keywords
includes words, adjectives, and adverbs that reflect the importance and specificity of
the forecasts. The algorithm analyzes every forecast by reading the associated text
strings, applies both sets of keywords to find any match, and then assigns weights
accordingly. A default weight of 0.25 and/or 0.5 will be assigned to a forecast if there
is no matching with respect to the time frame and/or specificity.
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Training the Algorithm

It is obvious that the performance of the algorithm heavily depends on those two sets
of keywords. For this reason, we consider a set of 14 forecasters (about 20%) as the
training dataset. More precisely, we manually analyze and evaluate every forecast in
the training set. Then we apply formulas (1) through (3) to calculate the accuracy of
the forecasts. Given the accuracy of the forecasters in the training set, we evaluate
the performance of our algorithm. To do so, we apply the algorithm to the training
dataset and compare the forecasters’ accuracy obtained by the algorithm against the
one obtained manually. This comparison allows for tuning the algorithm, because
we can update the original sets of keywords by adding new keywords that are not
already in the sets.

Testing the Algorithm

After tuning the algorithm,we applied it to the remaining 54 forecasters in the dataset,
which we call the testing dataset. The results of this stage along with the outcomes
of the algorithm on the training dataset (in total analyzing 68 forecasters) may be
represented as the evaluation and ranking of market forecasters by our developed
methodology. This is discussed in more detail in Section 3.

3 Results

After training our algorithm on the training dataset, we ran it on the entire dataset
in order to derive the ranking of each market forecaster. We presented the outcomes
and findings in the following sections. Notice that the accuracy of the algorithm over
the training dataset has been observed to be 92.16%; in other words, the error of the
algorithm on the training dataset is 7.84%.

To calculate the accuracy of the algorithm, we manually derived the accuracy of
every forecaster in the training dataset. Then we ran the algorithm, which automati-
cally calculates the accuracy of each forecaster, on the same dataset. Let ε∗

j denotes
the manually obtained accuracy of forecaster j , and ε j the one obtained by the algo-
rithm. Then, the error of the algorithm in calculating the accuracy of forecaster j is

|ε j − ε∗
j |

ε∗
j

× 100.

The algorithm’s average error over all forecasters in the training dataset can easily
be calculated by averaging all errors in the training dataset.

3.1 Forecaster Accuracy

Plate 1 shows the accuracy of each of the 68 forecasters analyzed by the algorithm.
Because not every forecaster hasmade an equal number of forecasts, the figure shows
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the accuracy per forecast, and forecast share. For forecaster j , accuracy per forecast is
obtained by dividing its accuracy (which is obtained by the algorithm) by its number
of forecasts, i.e., n j . That is

e j = ε j

n j
. (4)

The forecast share of forecaster j , i.e., s j can be derived by Equation (5).

s j = n j

� j n j
× 100. (5)

Plate 1 analyzes forecasters’ performance along their contribution into the forecasting
process. The left axis denotes the values of accuracy, and the right axis denotes the
values of accuracyper forecast and forecast share. The readermay analyze the statistic
e j (accuracy per forecast) in assessing the performance of forecaster j .

Finally, we compared the accuracy of forecasters obtained by our method against
that of published previously in the study of CXO Advisory team (Benchmark). This
is graphically depicted in Plate 2.

To have a better grasp of changes in the forecasters accuracy obtained by our
method in this study, compared to the earlier study of CXO Advisory team (Bench-
mark), we define the accuracy gap, which is the difference in values of accuracy
between two studies. Let � j denotes the accuracy gap of forecaster j . Equation (6)
shows how � j may be derived.

� j = ε j − ε′
j , (6)

where ε j is the value of accuracy for forecaster j , which is obtained by our method,
and ε′

j is the value of accuracy for forecaster j reported in the study of CXOAdvisory
team. Gap scores Equation (6) have either positive or negative values. Positive values
of gap reflect improvement in the accuracy over the benchmark study, and negative
values reflect decreased accuracy. We analyzed the accuracy gap of all forecasters,
and illustrated this in Plate 3. Later we report the values of accuracy gap for each
forecaster in Table 1. According to the figure, most forecasters have lower accuracy
scores with our methodology; in particular, only 36.76% of the forecasters have
improved accuracy, and the remaining have lower accuracy. This may be due to the
inclusion of additional information of the forecasts’ time frames and specificity in
our method.

In addition to this, we also analyzed the distribution of forecasters over the accu-
racy intervals. These were separately calculated for our method (this study) and
for the study of CXO Advisory team (Benchmark), and are illustrated in Figure 1.
According to the calculated values for accuracy, we considered seven intervals for
the values of accuracy, and then calculated the percentage of forecasters that have
their accuracy located in an interval. Those seven intervals are as follows:
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3% 4%

19%

40%

18%

10%
6%

Percentage of forecasters per accuracy interval (This study)

[10,20)
[20,30)
[30,40)
[40,50)
[50,60)
[60,70)
[70,80)

4%

16%

41%

27%

12%

Percentage of forecasters per accuracy interval (Benchmark)

[20,30)
[30,40)
[40,50)
[50,60)
[60,70)

Fig. 1 Analyzing the distribution of forecasters over the accuracy intervals. Seven intervals were
considered for the values of accuracy, and then percentage of forecasters in every interval was
calculated. The figure on the top shows this distribution for our method (this study); the figure on
the bottom shows that for the study of CXO Advisory team (Benchmark). In particular, notice that
our method grouped the forecasters into seven intervals, while the benchmark study grouped them
into five intervals

• [10, 20),
• [20, 30),
• [30, 40),
• [40, 50),
• [50, 60),
• [60, 70),
• [70, 80).
There are several points of interest in this data. First, in both studies about 40% of
the forecasters have an accuracy score between 40% and 50%. Second, our method
identifies two new intervals for accuracy values: a low accuracy interval with ranges
for accuracy values between 10% and 20%, in which 3% of the forecasters are
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located, and a high accuracy interval with ranges for accuracy values between 70%
and 80%, in which 6% of the forecasters are located. Third, while the percentage
of forecasters in the accuracy interval [50%, 60%) has dropped by about 9% (from
27% in the study of CXO Advisory team to 19% in this study), the percentage of the
interval [30%, 40%) has increased by 3%. This implies that ourmethod assigns fewer
forecasters in the accuracy interval of 50% to 60%, and assigns more forecasters to
the interval [30%, 40%).

3.2 Time Frame and Specificity Analysis

Earlier we discussed the importance of time frame and specificity in forecast state-
ments. It is more difficult to forecast the market’s long-term behavior than its short-
term behavior, and a specific forecast is more valuable than a non-specific one.

Let us start by investigating time frame distribution of a forecaster. Recall that
every forecast may be categorized into one of the four-time windows. Hence, for
forecaster j , we count the number of forecasts corresponding to each time window
and divide this value by the total number of forecasts of forecaster j . This produces
up to four percentage values per forecaster, each for one time window. If we continue
this for all forecasters, we obtain the graph of Plate 4.

A similar analysis can also be performed for those accurate forecasts, that is those
turned out to be “correct” forecasts. This is illustrated in Plate 5, which shows the
time frames distribution of a forecaster, and only over correct forecasts. In total, only
48% of all forecasts were correct. In this evaluation, we excluded incorrect forecasts
and considered the remaining (both correct or neutral) as correct forecasts.

The time frame distribution of all forecast statements is shown in Figure 2. The
graph on the left is over all forecasts, and the graph on the right is over all cor-
rect forecasts. Note that the majority of the correct forecasts (around 67.56%) were
stated within a short-term period; another 28% of the correct forecasts cover periods
between 1 and 3 months, and for more than 9 months. Only less than 5% of the
correct forecasts predicted periods from 3 to 9 months.

In addition to the time frame distribution, we analyze specificity of the forecast
statements. The majority of the forecasts made by forecasters were fairly specific.
This is depicted in Plate 6. Approximately 84% of the forecasts are specific, and only
a small percentage (around 16%) are vague and non-specific (see Figure 3). Recall
that in this study the major criterion of a forecast specificity is whether the investor
can solely make a decision by that forecast.

3.3 Ranking the Forecasters

In this section, we report the ranking of the market forecasters as resulted by imple-
menting our method. This is fully reported in Table 1. The forecasters in Table 1
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14.47

4.69

14.82

66.02

Time frame distribution for all forecasts

% of total forecasts with
weight 1.00
% of total forecasts with
weight 0.75
% of total forecasts with
weight 0.50
% of total forecasts with
weight 0.25

13.86

4.53

14.05

67.56

Time frame distribution for all correct forecasts

% of total correct forecasts
with weight 1.00
% of total correct forecasts
with weight 0.75
% of total correct forecasts
with weight 0.50
% of total correct forecasts
with weight 0.25

Fig. 2 Distribution of the forecasting time frame over all forecasts (figure on the left) and over all
correct forecast statements (figure on the right). As the figures show the majority of forecasts are
stated over a short-term time frame

83.88

16.12

Specificity distribution of all forecasts

% of total specific forecasts

% of total non-specific
forecasts

Fig. 3 Distribution of the forecasting specificity over all forecast statements. According to the
figure the majority of forecasts are specific enough to assist an investor in making decisions
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were ranked on the basis of their accuracy obtained by our method (this study). For
comparison purposes, we reported the accuracy of each forecaster as reported in the
study of CXO Advisory team (Benchmark). Also, the values of accuracy gap, which
were discussed in Equation (6) are reported here. A positive value of accuracy gap
means the forecaster’s accuracy is improved over the benchmark, and a negative
value means the accuracy has decreased.

In checking the top forecasters in each of the two studies, we observe that both
share a set of 13 forecasters, so we further analyzed the performance of these 13
forecasters, and shown in Plate 7.

The figure illustrates the percentage of correct forecasts per time frame, and
the percentage of correct specific and non-specific forecasts. Also, we included the
percentage of total correct forecasts. According to the plot, the number of long-term
and specific forecasts that were correctly predicted impact accuracy and ranking
the most. For example, “John Buckingham” has a rank of 1 in our study and 11
in the benchmark study, and “David Nassar” has a rank of 3 in our study and 1
in the benchmark study. However, the majority of David’s correct forecasts cover
periods less than 1 month, whereas John’s correct forecasts mainly cover long-term
and middle-term periods. Moreover, John has more correct specific and less correct
non-specific forecasts.

On the other hand, if we only consider the number of correct forecast statements in
order to evaluate forecasters’ performance,David’s accuracywould be approximately
70%, while John’s would be approximately 60%, thus ranking David before John.

4 Conclusion

Market forecasts are widely read in the investment community. Some of these fore-
casts turn out to be uncannily accurate, while others lead to significant losses. To
better understand the extent to which various forecasters have forecasting skill, we
have developed a ranking methodology to rank and grade market forecasters. This
study builds upon a previous study by the CXOAdvisory Group in several directions.
In particular, we distinguish forecasts by their specificity, rather than considering all
predictions and forecasts equally important, and we also analyze the impact of the
number of forecasts made by a particular forecaster. Our results show that some
forecasters have done very well, even more so than reflected in earlier studies, but
the majority perform at levels not significantly different than chance.
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Entropy Maximization in Finance

Jonathan M. Borwein and Qiji J. Zhu

1 Introduction

The principle of maximum entropy appeared in statistical mechanics due to the
work of Boltzmann [1] and Gibbs [12]. Statistical mechanics considers the aggregate
behavior of large physical systems of microscopic elements. This aggregate behavior
is the observation of the “moments” of a probability distribution of thosemicroscopic
elements. Knowing finite number of observations there could be many different
probability distributions that are consistent with these observations. The principle of
maximum entropy suggests to select the probability distribution that maximizes an
entropy. Jaynes’ work [16, 17] relates this principle to Shannon’s information theory
[27]. He points out that in essence the maximum entropy methods select the most
uninformative distribution possible if one choose to use the Boltzmann–Shannon
entropy.

The structures of such entropy maximization problems were explored in solv-
ing other application problems often with the Boltzmann–Shannon entropy replaced
by other concave functions. This approach is referred to as entropy maximization
method which has wide applications in diverse fields. We show in this paper that
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several important results in financial theory can be derived by using the entropy
maximization method. They are the Markowitz portfolio theory and two fund the-
orem, the capital market pricing model, the fundamental theorem of asset pricing,
selecting a pricing equivalent martingale measure using the entropy maximization
method and determining the super/sub-hedging bounds and portfolios. The structures
of the solutions to the entropy maximization problems often play a crucial role in
understanding these applications.

It is not a coincidence that many financial problems can be formulated as gen-
eralized entropy maximization problems. It has been a long tradition in financial
economy to model the risk aversion of a market participant using a concave utility
function and assuming a rational market participant attempts to maximize his/her
utility. Such a maximization problem in practice must subject to various constraints
related to budget or risk control. In a simple one price economy, these constraints
are often linear making the resulting problem fits the pattern of an entropy maxi-
mization problem. Another modeling principle is that agents in financial market try
to minimize their risk. Since diversification reduces risk, risk measures are usually
convex. Thus, minimizing risk subject to various constraints also leads to general-
ized entropy maximization problems where the negative of the risk measure takes
the role of a generalized entropy. Entropy maximization method is a special case
of the more general convex duality theory (see, e.g., [4, 5]). Indeed convex duality
and general convex duality theory have wider applications in finance (see, e.g., [6]).
Nevertheless, when entropy maximization method is applicable, the structure of the
entropy maximization problem and its solutions provides additional information to
the financial applications.

Many important results in finance can be handled using a uniform framework of
entropy maximization problems is a powerful testimony to the significant impact
of physical science in financial research. This is a double-edged sword. On one
hand relating financial and physical models opens the door for systematically apply-
ing physical and mathematical principles and methods in financial research. This
is especially beneficial in introducing effective quantitative methods into financial
practice. Moreover, the relationship of entropy maximization and information theory
is also highly relevant in financial problems. For example, maximizing the utility of
a portfolio can be interpreted as best utilize the information contained in the mar-
ket model. On the other hand, we need to recognize that in some aspects financial
markets are significantly different from a physical system. That means when we use
theoretical results in finance, in particular, those related to the entropy maximization,
caution is warranted.

The rest of the paper is arranged as follows: we lay out preliminaries regarding the
entropy maximization method and a simple one-period financial market model in the
next section. Thenwe discuss four financial applications of the entropymaximization
methods alluded to above in Sections 3–7. We conclude in Section 8.
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2 Preliminaries

2.1 Entropy Optimization Problem

The mathematical formulation of an entropy maximization problem is

inf
x

[ f (x) : Ax = b]. (1)

Here f is a lower semicontinuous convex function representing the negative of some
generalized entropy function on a Banach space X and Ax = b is a linear constraint
with b in a finite-dimensional space representing the finite number of observations
on “moments”.

Recall that, for a lower semicontinuous convex function f on X , the Fenchel
conjugate of f is defined by

f ∗(y) := sup
x

[〈y, x〉 − f (x)]

and the subdifferential of f at x is defined by

∂ f (x) := {x∗ ∈ X∗ | f (y) − f (x) ≥ 〈x∗, y − x〉 ∀y ∈ X}.

Below is a concise summary of important results on duality of entropy maximiza-
tion problem emphasizing the link between dual solutions and Lagrange multipliers
for the primal problem (see [3–5] for details). These results are special cases of
the classical convex duality theory developed by Fenchel [11], Moreau [22] and
Rockafellar [24].

If constraint qualification condition (CQ)

b ∈ ri A dom f (2)

holds, where ri signifies the relative interior and dom f := {x : f (x) < ∞} is the
domain of f , then we have strong duality

inf
x

[ f (x) : Ax = b] = max
z

[〈z, b〉 − f ∗(A	z)] = ( f ∗ ◦ A	)∗(b). (3)

Moreover, if x̄ and z̄ are solutions to the primal and dual problems, respectively, then

x̄ ∈ ∂ f ∗(A	 z̄) (4)

A	 z̄ ∈ ∂ f (x̄) (5)
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and

b ∈ ∂( f ∗ ◦ A	)(z̄). (6)

Note that the constraint qualification condition implies the existence of a dual solution
z̄ which is the Lagrange multiplier for the primal problem. In other words, if a primal
solution x̄ exists then the Lagrangian for the primal problem

L(x, z̄) := f (x) + 〈z̄, b − Ax〉 (7)

as a function of x attains a minimum at x = x̄ . However, the existence of a primal
solution is not always guaranteed and usually needs additional verification.

2.2 A Portfolio Model

To be concise we only deal with a simple one-period financial market model on an
economywith finite status to highlight the role of the entropymaximizationmethods.
Many of the results discussed here also extend to more general models. We refer to
books [6, 26] for details of some of the generalizations and alternative approaches.

Let St = (S0t , S
1
t , . . . , S

M
t ), t = 0, 1 be a financial market in a one period econ-

omy. Here S00 = 1, S01 = R > 1 represents a risk free bond and Smt ,m = 1, . . . , M
represents the price of the mth risky financial asset at time t . We assume that S0 is a
constant vector representing the prices of the assets in this financial market at t = 0.
The risk is modeled by assuming Ŝ1 = (S11 , . . . , S

M
1 ) to be a random vector on a

probability space (�,F , P). A portfolio is a vector x ∈ RM+1 whose component xm
represents the share of the mth asset in the portfolio. Then x · S1 is the payoff and
x · (S1 − S0) is the gain of the portfolio x both belong to RV (�,F , P), the space of
random variables on the probability space (�,F , P). We will also use the notation
x̂ = (x1, . . . , xM)	 to denote the risky part of the portfolio.

Clearly, given a financial market S, different portfolios may correspond to the
same gain. We call such portfolios equivalent. We denote port[S] the space of
equivalent class of portfolios, i.e., the quotient space of RM+1 with respect to the
portfolio equivalent relationship. To avoid technical complications we assume in
the sequel that the sample space � is finite. Then it is not hard to check that the
minimum norm of the portfolios in each equivalent class is a norm ‖ · ‖p for port[S]
and (port[S], ‖ · ‖p) is a finite-dimensional Banach space. The norm ‖ · ‖p is a
reasonable indication of the leverage level of a portfolio.

Having setup the model for a financial market we now turn to several important
financial results that can be understood in a unified framework of entropy maximiza-
tion in the next several sections.
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3 Markowitz Portfolio Theory

Markowitz [21] considers a portfolio theory that involves only the risky assets. He
postulates that the investors will want to minimize the risk given a fixed expected
return andwill attempt tomaximize the expected return given a fixed risk.Markowitz
uses the standard deviation tomeasure the risk of a portfolio. Standardizing the initial
endowment to 1 and denote the expected return of a portfolio by μ, we can represent
the Markowitz portfolio problem as an entropy maximization problem. Define

f (x̂) = 1

2
Var(x̂ · Ŝ1) = 1

2
x̂	� x̂, (8)

where the covariant matrix

� = E[(Ŝ1 − E(Ŝ1))
	(Ŝ1 − E(Ŝ1))] (9)

= (E[(Si1 − E(Si1))(S
j
1 − E(S j

1 ))])i, j=1,...,M ,

is assumed to be positive definite. Denote

Â =
[
E(Ŝ1)
Ŝ0

]
and b =

[
μ

1

]
. (10)

Then we can write the Markowitz portfolio problem as

min[ f (x̂) : Âx̂ = b]. (11)

This is because minimizing f and minimizing the standard deviation σ of the payoff
of the portfolio are equivalent.

Remark 1 Since
√
x̂	� x̂ can be viewed as an equivalent norm on the space of ran-

dom vectors on probability space (�,F , P) we can directly deal with all portfolios
in RM rather than the quotient space port[S].

We can calculate that

f ∗(y) = 1

2
ŷ�−1 ŷ. (12)

It follows that letting z = (z1, z2) we have

f ∗ ◦ Â	(z) = 1

2
z	 Â�−1 Â	z (13)

= 1

2
z	

[
α β

β γ

]
z
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Fig. 1 Markowitz bullet

where α = E(Ŝ1)�−1E(Ŝ1)	, β = E(Ŝ1)�−1 Ŝ	
0 and γ = Ŝ0�−1 Ŝ	

0 . It is easy to
calculate that

( f ∗ ◦ A	)∗(b) = max
z

{
z	

[
μ

1

]
− 1

2
z	

[
α β

β γ

]
z

}
(14)

= 1

2
[μ, 1]

[
α β

β γ

]−1 [
μ

1

]

= 1

2

γμ2 − 2βμ + α

αγ − β2
= 1

2
σ 2.

Markowitz represent each portfolio as a point in the (σ, μ)-plane. Thus, the optimal
portfolio will be located on the curve

σ =
√

γμ2 − 2βμ + α

αγ − β2
(15)

usually referred to as the Markowitz bullet due to its shape. A typical Markowitz
bullet is shown in Fig. 1 with an asymptote

μ = β

γ
+ σ

√
αγ − β2

γ
. (16)

In summary, we have

Theorem 1 (Markowitz Portfolio Theorem) The effect of each portfolio x̂ can be
represented as a point in the (σ, μ)-plane. Portfolios represent optimal tradeoff
between return and risk are located on the upper boundary of the Markowitz bullet
given by



Entropy Maximization in Finance 281

σ =
√

γμ2 − 2βμ + α

αγ − β2
.

Remark 2 Markowitz portfolio problem (11) is defined on the portfolio space. The
dimension of a portfolio space equals to the number of risky assets involved in the
portfolio which can be quite large. For example considering the well-known bench-
mark SP500 index. This is a portfolio involving 500 stocks. That means considering
Markowitz portfolio problem in a comparable universe of risky asset one has to deal
with an entropy maximization problem in a 500 dimensional space. However, the
dual problem is on a two dimensional space related to the two constraints on the
expected return and the initial endowment. After standardizing the initial endow-
ment we left with only one variable: the expected returnμ. Thus, the performance of
each portfolio can be intuitively represented by a point on the (σ, μ)-plane. In short,
the key to the success of the Markowitz portfolio theory is to focus on the simpler
dual problem (14) rather than the primal problem (11).

We now turn to discuss optimal portfolios on this Markowitz bullet. Let ˆ̄x and z̄ be
the solutions to the primal and dual problems, respectively. Then it follows from (4)
and (6) that

ˆ̄x = �−1 Â	 z̄ (17)

and
[

α β

β γ

]
z̄ = b =

[
μ

1

]
. (18)

Thus,

ˆ̄x = �−1 Â	
[

α β

β γ

]−1 [
μ

1

]
(19)

= μ
�−1 Â	

αγ − β2

[
γ

−β

]
+ �−1 Â	

αγ − β2

[−β

α

]

is affine in μ. The structure of the optimal portfolio in (19) tells us that knowing two
optimal portfolios one can generate any of the portfolios on the Markowitz bullet as
their linear combination. This result is known as the two fund theorem.

Theorem 2 (Two Fund Theorem) Select two distinct portfolios on the Markowitz
efficient frontier. Then any portfolio on the Markowitz efficient frontier can be rep-
resented as the linear combination of these two portfolios.

Proof Let

x̂i = �−1 Â	
[

α β

β γ

]−1 [
μi

1

]
, i = 1, 2 (20)
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be two chosen portfolios on the Markowitz frontier. Suppose x̂ is a portfolio on the
Markowitz frontier. Then, for some μ,

x̂ = �−1 Â	
[

α β

β γ

]−1 [
μ

1

]
. (21)

Defining

[
k1
k2

]
=

[
μ1 μ2

1 1

]−1 [
μ

1

]
. (22)

we have
[

μ

1

]
= k1

[
μ1

1

]
+ k2

[
μ2

1

]
, (23)

so that
x̂ = k1 x̂1 + k2 x̂2.

�

Remark 3 The two fund theorem explores the fact that Markowitz optimal portfolio
as a function of the return μ is affine. This is a structure of the solution of the
entropy maximization problem when we have a quadratic function as the negative
of the generalized entropy. In pointing out that all efficient Markowitz portfolios
are generated by just two basic efficient portfolios, the two fund theorem greatly
simplifies that task of determining Markowitz portfolios. In practice, one can often
use two broad-based indices to approximate the two basic efficient portfolios. This
can be viewed as the theoretical foundation for the passive investment strategy of
buy and hold broad-based indices.

4 Capital Asset Pricing Model

Capital asset pricing model (CAPM) is a theoretical model independently proposed
by Lintner [20], Mosssin [23], Sharpe [28] and Treynor [32] for pricing a risky
asset according to its expected payoff and market risk, often referred to as the beta.
Mathematically the core of the capital asset pricing model can be viewed as an
extension of the analysis of the Markowitz portfolio theory to include a riskless
bond. Thus the model is actually simpler: the function f defined below are similar
to that we used in the Markowitz portfolio theory:

f (x) = 1

2
Var(x · S1) = 1

2
x	

[
0 0
0 �

]
x, (24)
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and

A =
[
E(S1)
S0

]
, and b =

[
μ

1

]
. (25)

As discussed in Remark 1we directly consider portfolio x ∈ RM+1 and the following
entropy maximization problem

inf[ f (x) | Ax = b]. (26)

Direct calculation yields

f ∗(y) =
{

+∞ y0 
= 0
1
2 ŷ�

−1 ŷ otherwise.
(27)

Using the duality relationship in (3) we can calculate the value of the entropy maxi-
mization problem (26) to be

f ∗ ◦ A	(z) =
{

+∞ z1R + z2 
= 0
1
2 z

	 Â�−1 Â	z [R, 1]z = 0
(28)

=
{

+∞ z1R + z2 
= 0
1
2 (α − 2βR + γ R2)z21 z2 = −z1R

.

Since � is positive definite, z	 Â�−1 Â	z > 0 whenever z 
= 0. Thus 	 := α −
2βR + γ R2 > 0. We can calculate that

( f ∗ ◦ A	)∗(b) = max
z

{
z	

[
μ

1

]
− ( f ∗ ◦ A	)(z)

}
(29)

= max
z1

{
z1(μ − R) − 1

2
z21	

}
= (μ − R)2

2	

We know it only make sense to involve risky assets when we can expect an excess
return, that is, returnμ should be higher than the riskless return R. Placing the optimal
portfolio again in the (σ, μ)-plane we see that they are all on the straight line

σ = μ − R√
	

or μ = R + σ
√

	. (30)

Again we see the affine structure of the solution. Thus, all the optimal solution, rep-
resented in the (σ, μ)-plane, should be the convex combination of two basic optimal
solutions. This is rather similar to the two fund theorem in the previous section. A
convenient choice for the two basic optimal solutions are taking one portfolio that
contains only the riskless bond and another portfolio with only risk asset. Clearly,
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the portfolio that contains only risk assets has to reside on the Markowitz efficient
frontier. We call this portfolio themarket portfolio. Summarizing we get what people
often referred to as the two fund separation theorem.

Theorem 3 (Two Fund Separation Theorem)All the optimal portfolios in the CAPM
model are convex combinations of the riskless bond and the market portfolio.

Now we turn to the issue of calculating the optimal portfolio. Denoting the solutions
to the primal and dual problems by x̄ and z̄, respectively, we have

A	 z̄ = f ′(x̄) =
[

0
� ˆ̄x

]
(31)

or

ˆ̄x = �−1 Â	 z̄ (32)

and

z̄1R + z̄2 = 0 (33)

It follows from (29) that z̄1 = (μ − R)/	 so that by (33) we have

z̄ = z̄1

[
1

−R

]
= μ − R

	

[
1

−R

]
. (34)

Combining (32) and (34) we have a clean representation of the risky part of the
optimal portfolio

ˆ̄x = μ − R

	
�−1 Â	

[
1

−R

]
. (35)

We can calculate the capital allocated to the risky part of the portfolio to be

1 − x̄0 = Ŝ0 · ˆ̄x = β − γ R

	
(μ − R). (36)

From (36) we see that to get an excess return μ > R, we need to long risky assets
when R < β/γ and short risky assets when R > β/γ . When R is exactly β/γ , no
portfolio can achieve excess return and there is no benefit involving risky assets in
the portfolio.

Next we focus on the case when R < β/γ . We observe that when the right hand
side of (36) is 1 we have a portfolio that is entirely consisting of risky assets. The
corresponding optimal portfolio is the market portfolio

x̄M =
(
0,

1

β − γ R
�−1 Â	

[
1

−R

])
. (37)
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Fig. 2 Capital market line

The corresponding return μM and the standard deviation σM are given below

μM = R + 	

β − γ R
(38)

σM =
√

	

β − γ R
. (39)

We observe that the market portfolio is independent in μ. Moreover, as alluded to in
the two fund separation theorem all the optimal portfolios are a combination of the
market portfolio and the riskless bond. On the (σ, μ)-plane they are all located on
the line (see Fig. 2)

μ = R + √
	σ. (40)

We call this line the capital market line.
We can summarize the above as:

Theorem 4 (Capital Market Line) Optimal portfolios represented as points in the
(σ, μ)-plane are all located on the capital market line

μ = R + σ
√

	,

where 	 = α − 2βR + γ R2. The capital market line is tangent to the boundary of
the Markowitz bullet at

(σM , μM) =
( √

	

β − γ R
, R + 	

β − γ R

)



286 J. M. Borwein and Q. J. Zhu

and intercept the μ axis at (0, R). The portfolio corresponding to (σM , μM) is

x̄M =
(
0,

1

β − γ R
�−1 Â	

[
1

−R

])
.

and is called the capital market portfolio.

Alternatively we can write the slope of the capital market line as

√
	 = μM − R

σM
. (41)

This quantity is called the price of risk and we can rewrite the equation for the capital
market line as

μ = R + μM − R

σM
σ. (42)

Next we discuss how to use the capital market line to price a risky asset. The capital
asset pricing model assumes that adding a fair priced risky asset to the market should
not change the capital market line. The price is indirectly reflected in the expected
return of the asset. Thus, given a risky asset ai , we try to determine the its expected
return μi .

Theorem 5 (Capital Asset PricingModel) Suppose that we know a financial market
S with a riskless bond returning R. Let ai be a fair priced risky asset with expected
percentage return μi . Then

μi = R + βi (μM − R). (43)

Hereβi = σiM/σ 2
M is called the beta of ai , whereσiM = cov(ai , x̄M · S) is the covari-

ance of ai and the market portfolio.

Proof Consider a portfolio relies on the parameter α that consists the risky asset ai

and the market portfolio:

p(α) = αai + (1 − α)x̄M · S. (44)

Denote the expected return and the standard variation of p(α) by μα and σα , respec-
tively, we have

μα = αμi + (1 − α)μM , (45)

and

σ 2
α = α2σ 2

i + 2α(1 − α)σiM + (1 − α)2μ2
M . (46)
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The parametric curve (σα, μα) must lie below the capital market line because the
latter consists of optimal portfolios. On the other hand it is clear that when α = 0
this curve coincide with the capital market line. Thus, the capital market line is an
tangent line of the parametric curve (σα, μα) at α = 0. It follows that

μM − R

σM
=

[
dμα

dσα

]
α=0

= σM(μi − μM)

σiM − σ 2
M

. (47)

Solving for μi we derive

μi = R + βi (μM − R). (48)

�

5 Fundamental Theorem of Asset Pricing

In this section, we consider the problem of pricing a risky asset from a different
perspective based on the principle of no arbitrage. This perspective leads to the
fundamental theorem of asset pricing (FTAP) a fundamental result pioneered by
Cox and Ross [7] and developed in progressing generality in the past several decades
by many researchers (see [8, 10, 13, 14]). FTAP links the no arbitrage principle to
the existence of equivalent martingale measures which can be used to price risky
assets including contingent claims in a given financial market. Our discussion starts
with portfolio utility (seeing as a generalized entropy) maximization problem and
then view the equivalent martingale measure (also called the risk neutral measure) as
the dual solution follows the idea in [6, 33]. A similar framework using directional
derivatives instead of convex duality has been discussed in [25].

Gain without risk is what every investor desires. Such opportunities arguably
will not last. Since when everyone tries to chase it the price will move up that
will eventually eliminate the opportunity. Based on this observation, in modeling a
financial market a guiding principle is that arbitrage should not exist. The following
is a formal definition.

Definition 1 (Arbitrage) We say that a portfolio 
 is an arbitrage if it involves no
risk, 
 · (S1 − S0) ≥ 0 yet has opportunity to gain something 
 · (S1 − S0) 
= 0.

The Fundamental Theorem of Asset Pricing (FTAP) links no arbitrage with the
existence of risk-neutral or martingale measures defined below:

Definition 2 (Equivalent martingale measure) We say that Q is an Equivalent Mar-
tingaleMeasure (EMM) on economy (�,F , P) for financial market S provided that,
for any atom Bi of F , Q(Bi ) 
= 0 if and only if P(Bi ) 
= 0, and

EQ[S1] = S0.
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The significance of the theorem is that knowing an equivalent martingale measure Q
can be used to pricing financial assets. Suppose φ(S1) is a function of the financial
assets in the market represents the payoff of a contingent claim at time t = 1. Then
φ0 = EQ[φ(S1)] is a reasonable price for this derivative at t = 0 in the sense that
using this price will not create any arbitrage opportunities. To understand FTAP let’s
denote the set of gains by

W := {
 · (S1 − S0) : 
 ∈ port[S]} ⊂ RV (�,F , P).

We can see that, in fact, W is a subspace of RV (�,F , P). It is not hard to see
that if 
 is an arbitrage portfolio then 
 · (S1 − S0) ∈ RV (�,F , P)+\{0}, where
RV (�,F , P)+ is the cone of nonnegative random variables. Thus, no arbitrage can
be described as

W ∩ RV (�,F , P)+\{0} = ∅.

Traditional proofs of the FTAP rely on applying an appropriate version of the
cone separation theorem to ensure that there is a hyperplane separating W and
RV (�,F , P)+. Then, a scaling of the normal vector of such a separating hyperplane
gives us an equivalent martingale measure.

The fact that such an equivalent martingale measure comes from a generic sep-
aration theorem is often interpreted as the no arbitrage price being independent of
investor’s preferences. However, we derive FTAP using a framework of entropymax-
imization where the “entropy” is a utility function that captures the risk aversion of
a typical investor. This approach also shows that martingale measures are actually
related to the risk aversion of investors. We consider a general extended valued upper
semicontinuous utility function u that satisfies the following conditions:

(u1) (Risk aversion) u is strictly concave,
(u2) (Profit seeking) u is strictly increasing and limt→+∞ u(t) = +∞,
(u3) (Bankruptcy forbidden) For any t < 0, u(t) = −∞,

A rational investor with a utility function u satisfying conditions (u1)–(u3) will try
to maximize the expected utility of the final wealth among all portfolios in port[S].
In other words, if w0 > 0 is the initial wealth of the investor, he wants to solve the
following portfolio utility maximization problem:

sup{E[u(w0 + 
 · (S1 − S0)] : 
 ∈ port[S]}. (49)

It turns out that an arbitrage opportunity is exactly characterized by the optimal value
for problem (49) to be +∞.

Theorem 6 (Characterizing arbitrage with utility optimization) The portfolio space
port[S] contains an arbitrage if and ony if the optimal value of the utility optimization
problem is +∞
Proof The “only if” part is easy: if
 ∈ port[S] is an arbitrage then so is r
 for any
r > 0. Then it is easy to see that E[u(w0 + r
 · (S1 − S0)] → +∞ as r → +∞.
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To prove the “if part” assume the optimal value for problem (49) is +∞. Then
there exists a sequence 
n ∈ port[S] such that E[u(w0 + 
n · (S1 − S0)] → +∞
as n → +∞. Necessarily, tn = ‖
n · (S1 − S0)‖RV → +∞ as n goes to∞. Use the
definition of the portfolio norm we can show that ‖
n/tn‖ is unifromly bounded.
Thus, without loss of generality we may assume that 
n/tn converges to some

∗ ∈ port[S]. Note that, for any n, 
n · (S1 − S0) ≥ −w0 by property (u3) of the
utility function. Thus, 
∗ · (S1 − S0) ≥ 0. Also,

‖
∗ · (S1 − S0)‖ ≥ lim inf
n→∞ ‖
n · (S1 − S0)/tn‖ = 1.

Therefore, 
∗ is an arbitrage. �

Given an initial wealth w0 > 0, the set of all achievable wealth outcomes at the end
of the one period economy t = 1 using all possible portfolios is

w0 + {
 · (S1 − S0) : 
 ∈ port[S]} ⊂ RV (�,F , P).

Theorem 7 (Refined fundamental theorem of asset pricing) Let S be a financial
market, let u be a utility function that satisfies properties (u1), (u2) and (u3) and let
w0 ≥ 0 be a given initial endowment. Then the following are equivalent:

(i) port[S] contains no arbitrage.
(ii) The optimal value of the portfolio utility optimization problem (49) is finite value

and attained.
(iii) There is an equivalent S-martingale measure proportional to the subdifferential

of u at the optimal solution of (49).

Proof We use a cyclical proof.
By Theorem 6, port[S] contains no arbitrage if and only if the optimal value of

problem (49) is finite and, therefore, (i) implies (ii).
Implication (ii) → (iii) is the key and we use entropy maximization. Observing

that the utility optimization problem (49) can be written equivalently as

p := max E[u(y)] (50)

subject to y ∈ w0 + W.

Alternatively we can write (50) as an entropy optimization problem

− p = minimize E[(−u)(y)] (51)

subject to y − 
 · (S1 − S0) = w0.

In this problem the variable x = (y,
), f (x) = E[(−u)(y)] and the moment con-
dition is Ax = y − 
 · (S1 − S0) = w0. Thus, dom f = RV (�,F , P)+ × port[S]
and the constrain qualification condition w0 ∈ ri A dom f holds. Thus, the dual
problem to (51) has a solution λ which is the primal Lagrange multiplier. We have
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already known from the proof of the Theorem 7 that the primal problem has a solution
(y∗,
∗). Then the Lagrangian

L((y,
), λ) = E[(−u)(y)] + 〈λ, y − 
 · (S1 − S0) − w0〉
= E[(−u)(y)] + 〈λ, y − w0〉 − 〈λ,
 · (S1 − S0)〉
= E[(−u)(y) + λ(y − w0)] − 〈λ,
 · (S1 − S0)〉

attains minimum at (y∗,
∗). It follows that 〈λ, S1 − S0〉 = 0 and −λ(Bi ) ∈ ∂(−u)

(y∗(Bi )), i = 1, 2, . . . , N for P(Bi ) > 0. Since −u is strictly decreasing we have
λ(Bi ) > 0whenever P(Bi ) > 0.Moreover, dividing 〈λ, S1 − S0〉=E[λ(S1 − S0)] =
0 by E[λ] and noticing that S0 is a constant vector we get

E[(λ/E[λ])S1] = S0.

This is to say that Q = (λ/E[λ])P is a martingale measure equivalent to P . Thus,
(ii) implies (iii). We can see that this martingale measure is indeed a scaling of the
Lagrange multiplier.

Finally, if (iii) is true then there cannot be any arbitrage in port[S] because adding
an arbitrage to the optimal solution of (49) will improve it. Thus, (iii) implies (i) and
we have completed a cyclic proof of the equivalence of (i), (ii) and (iii). �
Remark 4 Although no arbitrage is equivalent to the existence of an equivalent mar-
tingale measure is well known, as pointed out in [33] the proof of Theorem 7 using a
class of utility functions says more: when the martingale measure is not unique, the
dual problem actually points to one particular martingalemeasure. Thus, in principle,
every choice of equivalent martingale measure (corresponding to a particular price
of the contingent claim) can be viewed as a particular portfolio optimization prob-
lem with a corresponding concave utility function. In particular, when the market is
not complete there are many possibilities in selecting the utility functions. Thus, the
pricing of contingent claims does rely on the trader’s preference.

6 Selecting a Pricing Martingale Measure by Entropy
Maximization

We have seen in the previous section that equivalent martingale measure is related to
the investor’s risk aversion and, in general, not unique. Thus, for a contingent claim,
its price under the no arbitrage principle with equivalent martingale measures is not
unique. Question arises as to how to choose an appropriate martingale measure. The-
oretically, if the investor’s risk aversion, described by a utility function is specified
then one can determine the martingale measure according to the refined FTAP in the
previous section. The problem with this approach is that it is well known that specify
or calibrate the utility function is very difficult in practice. Moreover, even if a utility
function is known, deriving a corresponding martingale measure according to FTAP
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needs to solve the portfolio optimization problem which is also quite difficult. On
the other hand, determining a equivalent martingale measure for a financial market
S on a finite probability space amounts to solve a matrix equation which is easy.
Therefore, in practice practitioners usually directly deal with equivalent martingale
measures. When the martingale measures are not unique the question is then how to
choose one that is reasonable. Using a criterion of maximizing the entropy was pro-
posed by Stutzer [31] and Borwein, Choksi, and Lamarchel in [2]. The mathematical
formulation is

min{ f (Q) : Q ∈ M}, (52)

where M is the set of all martingale measures on market S and f is the negative of
an entropy. Often a choice for f is the Boltzmann–Shannon entropy

f (x) =
N∑

n=1

p(xn), (53)

where

p(t) :=

⎧⎪⎨
⎪⎩
t ln t − t if t > 0,

0 if t = 0,

+∞ if t < 0,

but other entropy functions can also be used. Selecting Boltzmann–Shannon entropy
means assuming no prior knowledge on investor’s view on the probability distribu-
tion. It is also pointed out in [9, 30] that the minimal martingale measure is related
to minimizing the relative entropy.

On the other hand, considering f + ιRN+ if necessary, we can assume that
dom f ⊂ RN+ . Then we can rewrite problem (52) as

min{ f (Q) : 〈Q, S1 − S0〉 = 0, 〈Q, 1〉 = 1}. (54)

Let (
,w) be the dual variable in which 
 and w are Lagrange multipliers corre-
sponding to the constraints 〈Q, S1 − S0〉 = 0 and 〈Q, 1〉 = 1, respectively. Then the
dual problem of (54) is

max{w − f ∗(w + 
 · (S1 − S0))}. (55)

We can view (55) as a portfolio utility maximization problem where w plays the role
of initial endowment. Thus, we can see that selecting a pricingmartingalemeasure by
maximizing an entropy eventually is still implicitly related to a utility maximization
problem.
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7 Super/Sub-hedging Bounds

As alluded to before, when the martingale measures are not unique, for a given
contingent claim we can derive multiple prices of the contingent claim from those
martingale measures that are consistent with the no arbitrage principle. Taking sup
and inf of these prices we derive a range outside of which arbitrage opportunity
emerges. Duality helps to unveil how to construct a portfolio to take such advantages.
We will analyze the case when market price exceeds the sup. This will produce an
opportunity for super-hedging. The discussion about the situation when price falls
below the inf is similar.

Let φ(S1) be the payoff of the contingent claim at t = 1. Define

U = max{EQ[φ(S1)] | Q ∈ M}. (56)

Then U is the upper bound of no arbitrage pricing, called the super-hedging bound.
Defining

f (Q) = EQ[−φ(S1)] + ιRN+ (Q), (57)

we can represent U as the negative value of an entropy maximization problem

U = −min
Q

{ f (Q) : 〈Q, S1 − S0〉 = 0, 〈Q, 1〉 = 1}. (58)

Using the strong duality (54) and (55) we have

U = −max
w,


{w − f ∗(w + 
 · (S1 − S0))}. (59)

We can directly calculate that

f ∗(y) = ι[z:z≤−φ(S1)](y). (60)

Thus,

U = min
w,


{−w + f ∗(w + 
 · (S1 − S0))} (61)

= min
w,


{−w | w ≤ −
 · (S1 − S0) − φ(S1)}

The dual representation in (61) provides us a way of finding the super-hedging
portfolio to take advantage the arbitrage opportunity should the market price of the
contingent claim exceeds the super-hedging bound U . In fact, the second line in
(61) tells us that we can derive the super-hedging portfolio by solving the linear
programming problem
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min
w,


{−w | w + 
 · (S1 − S0) ≤ −φ(S1)}. (62)

It is easy to see that one can rewrite (62) as

U = min



sup
ω∈�

[
 · (S1 − S0)(ω) + φ(S1)(ω)]. (63)

This is the formula derived by Kahalé in [18] using a separation theorem argument.
Constructing super-hedging portfolio from martingale measure for continuous asset
pricing model was discussed in [13, 15], where the main issue was representing a
martingale integral.

8 Conclusion

Markowitz portfolio theory, the capital market pricing model, fundamental theorems
of asset pricing, selecting equivalent pricingmartingalemeasures using entropymax-
imizations and finding super/sub-hedging bounds and portfolios are several impor-
tant results in financial economies. We illustrated that they can all be understood
in the framework of entropy maximization. So many important results in financial
economics involving this fundamental principle in physics demonstrated the heavy
influence of methods in physical sciences to financial research.

This link to physical science brings aboutwelcome rigor and quantitative precision
into financial research. On the other hand, the principle of entropy maximization is
proposed in statistical mechanics. Statistic mechanics deals with complex systems
consist ofmany identicalmicroscopic elements. The impact of each of the elements to
the system as awhole is negligible.While thesemodels resembleAumann’s idealized
atom less economy, they are significantly different from the real financial market.
Two of the main differences are first agents in a financial market are not uniform in
their sizes and impacts to the market as a whole. Many big financial institutes can
swing the market in a significant way. In particular, in a crises the failure of any of
those big players can cause turmoil to the whole market as the 2008 financial crises
and many of its predecessors have shown. The second main difference is that agents
in a financial market are humans. Instead following a fixed physical law they interact
with each other and their behaviors are also determined by human psychology. For
these reasons those fundamental results in finance derived above using the entropy
maximization methods should be treated as a rough sketch of a road map that needs
to be used with caution in practice.
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Part IV
Number Theory, Special Functions,

and Pi



Introduction

Richard P. Brent

At the JonathanBorweinCommemorativeConference (JBCC), the talkswere divided
into several themes, one of which was “Number Theory, Special Functions and π”.
Herewe summarise the eight contributions to that theme included in the Proceedings.
There is a considerable overlap with other themes, and with Experimental Mathe-
matics. The eight contributions described here are as follows:

1. Michael Baake, Michael Coons and Neil Mañibo, Binary Constant-Length Sub-
stitutions and Mahler Measures of Borwein Polynomials;

2. Richard Brent, The Borwein Brothers, π and the AGM;
3. Cristian and Elena Calude, The Road to Quantum Computational Supremacy;
4. Karl Dilcher, Nonlinear Identities for Bernoulli and Euler Polynomials;
5. Mumtaz Hussain, Seyyed Mahboubi and Abolfazl Motahari,Metrical Theory for

Small Linear Forms and Applications to Interference Alignment;
6. Dave Platt and Tim Trudgian, Improved Bounds on Brun’s Constant;
7. Matthew Skerritt and Paul Vrbik, Extending the PSLQ Algorithm to Algebraic

Integer Relations;
8. Armin Straub and Wadim Zudilin, Short Walk Adventures.

The names of authors who spoke at JBCC are underlined. In cases (4), (5) and
(6) they spoke on a different topic from the printed paper. In cases (3) and (7) the
paper was not presented at the conference, but the editors considered it appropriate
for inclusion here. Two talks do not correspond to papers in this volume, but the
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slides for these talks are available.1 Bruce Berndt spoke on Identities in the spirit of
Jonathan Borwein. David Harvey gave a survey on Computing Bernoulli numbers,
but was not able to submit a paper to these Proceedings.

Jon was fascinated by the constant π , and gave many stimulating talks on this
topic. The slides for some of these talks may be found on the memorial website [3].
Brent’s talk and paper (2) consider the reasons for this fascination. In a nutshell, it
is that theorems about π are often just the tips of ‘mathematical icebergs’—much of
interest lies hidden beneath the surface. The paper (2) concentrates on the analysis of
superlinearly convergent algorithms for the computation ofπ and,more generally, the
elementary functions. The key to superlinear convergence is the use of the arithmetic-
geometric mean (AGM), which is the topic of the Borwein brothers’ fascinating book
Pi and the AGM [1]. Several algorithms based on the AGM are considered in Brent’s
paper. In a surprising new result, he shows that two algorithms that were previously
considered different are actually equivalent.

Ever since Peter Shor’s 1994 paper [9] on quantum algorithms for discrete log-
arithms and factoring, we have known that certain tasks that seem difficult with
classical computers, such as integer factorisation, can be performed in polynomial
time on a quantum computer. But here, ‘quantum computer’ refers to a mathemati-
cal model of computation, not a physical device, since physicists and engineers are
still trying to overcome the problems of actually building a quantum computer of
sufficient size (and reliability) to factor integers of significant size. For applications
to cryptography, this means of the order of 1000 bits, i.e. numbers about as large
as the tenth Fermat number 21024 + 1 (which was factored by classical means in
1995, see [4]). The ‘pessimistic’ view [7] is that the difficulties are insurmount-
able. The opposing, ‘optimistic’ view is that the remaining challenge is essentially
of an engineering nature. The paper (3) by the Caludes presents both sides of the
argument. Although Jon never published on quantum computing, we know that he
was interested in it. If he could have been transported 100 years into the future, his
first question might well have been ‘have quantum computers capable of factoring
1000-bit numbers been built’.2

Jonwas interested in open problems arising from the work of KurtMahler, such as
Lehmer’s problem for polynomials with small logarithmic Mahler measure. Indeed,
Jon arranged for his Centre CARMA to host an online archive of Mahler’s publica-
tions.3 In the paper (1), Jon’s former colleague Michael Coons and his co-authors
explore the connection between Lehmer’s problem and the spectral theory of binary
constant-length substitutions.

1Slides for many of the talks presented at JBCC may be found by clicking on the author’s name
in the programme at https://carma.newcastle.edu.au/meetings/jbcc/programme/, and then on the
‘pdf’ symbol corresponding to the talk.
2David Hilbert is reported to have said that, under similar circumstances, he would ask if the
Riemann Hypothesis had been proved. Jon would be interested in the answers to both questions.
3https://carma.newcastle.edu.au/mahler/collected.html.

https://carma.newcastle.edu.au/meetings/jbcc/programme/
https://carma.newcastle.edu.au/mahler/collected.html
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Jon wrote several papers on Tornheim-Witten zeta functions, see for example his
recent paper [2] with Karl Dilcher. Motivated by this work, Dilcher’s paper (4) in
this volume proves some interesting new nonlinear identities for Bernoulli and Euler
polynomials.

The approximation of real numbers by rationals is a classical problem in number
theory, dating from Dirichlet (1842) and even earlier. Khintchine’s theorem (1924)
gives an elegant approximation criterion in terms of the convergence or divergence
of a certain infinite series. In paper (5), Jon’s former colleague Mumtaz Hussain and
his co-authors discussKhintchine’s theorem and higher-dimensional generalisations,
the Khintchine-Groshev theorems. They extend some such theorems to the complex
number system (where integers are replaced by Gaussian integers) and outline an
interesting application to signal processing. Contrary to Hardy’s opinion [6], and
even excluding applications to cryptography, number theory does have practical
applications!4

The PSLQ algorithm [5] was undoubtedly one of Jon’s favourite algorithms, and
in his talks he often mentioned identities that were discovered using it. In (7), Jon’s
former student and co-author Matt Skerritt, and Jon’s former postdoc Paul Vrbik,
show how PSLQ can be extended to find integer relations consisting of algebraic
integers from a quadratic field Q[√D], where D ∈ Z is nonzero and squarefree.
The algorithm works well in cases where it is theoretically justified, and, perhaps
surprisingly, also often works in cases where a theoretical justification is lacking.

Jon was interested in algorithms for the computation of constants such as π .
Brun’s constant B is defined by the sum of reciprocals of twin primes, but this sum
converges slowly and irregularly, so standard convergence acceleration techniques
work poorly and do not give rigorous upper bounds on B. Indeed, it is not even
known if the sum defining B has an infinite number of terms (this is equivalent to
the question of whether there are infinitely many twin primes). A lower bound on
B can, of course, be obtained by summing over some finite set of twin primes, say
all those smaller than 1016. Finding an upper bound on B is more difficult, as any
such bound implies the validity of Brun’s 1919 theorem that B is finite. In paper (6),
Dave Platt and Tim Trudgian improve on the previously known best lower and upper
bounds on B. They also show that it will be difficult to improve the bounds much
further. Roughly speaking, in time T a classical computer can find of order log log T
guaranteed digits of B. Compare this with the computation of π , where the same
computer can find of order T/ log2T correct digits.

Jon wrote several papers on ‘short’ random walks. One has the title ‘A short walk
can be beautiful’, which no doubt expressed his opinion. In paper (8), Jon’s former
colleagues and co-authors5 Armin Straub and Wadim Zudilin show that short walks
can also be adventurous, in the sense that they lead us to interesting and unexpected
results.

4For other applications of number theory, see Schroeder [8].
5Also, in the case of Armin Straub, former Ph.D. student.
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Binary Constant-Length Substitutions
and Mahler Measures of Borwein
Polynomials

Michael Baake, Michael Coons and Neil Mañibo

In memory of Jonathan Michael Borwein (1951–2016)

1 Introduction

Let p be a polynomial with complex coefficients. The logarithmic Mahler measure
of p is defined to be the logarithm of the geometric mean of |p| over the unit circle;
that is,

m(p) :=
∫ 1

0
log

∣∣ p
(
e2π it

)∣∣ dt . (1)

It is well known and easily shown using Jensen’s formula [42, Prop. 16.1] that the
logarithmic Mahler measure satisfies

m(p) = log |as | +
s∑

j=1

log
(
max{|α j |, 1}

)
,
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where p(z) = as

∏s
j=1(z − α j ); see [30] for background.Here,wewill only consider

integer polynomials. Kronecker’s lemma [32] then implies that m(p) = 0 if and
only if p is a product of a cyclotomic polynomial (not necessarily irreducible) and
a monomial. In this way, m is a measure of the distance of an integer polynomial to
the unit circle.

One of the most interesting and long-standing problems in this area concerns
finding polynomials with small logarithmic Mahler measures. Lehmer found the
polynomial

�L(z) = 1 + z − z3 − z4 − z5 − z6 − z7 + z9 + z10, (2)

which is irreducible and has precisely one root outside the unit disk. This root is real
and a Salem number. The polynomial �L is the polynomial with the smallest known
positive logarithmic Mahler measure,

m(�L) ≈ log(1.176281).

Lehmer’s problem. Does there exist a constant c > 0 such that any irreducible
non-cyclotomic polynomial p with integer coefficients satisfies m(p) � c?

There are some special classes of polynomials for which Lehmer’s problem has
long been answered in the affirmative. In particular, there is a very interesting gap
result for non-reciprocal polynomials due to Smyth [43]; see also Breusch [25]. A
polynomial p is reciprocal (in the wider sense) if p(z) = ±zdeg(p) p(1/z); that is, a
polynomial is reciprocal if its sequence of coefficients is palindromic, up to an overall
sign. It follows from Smyth’s result that, for non-reciprocal polynomials, one either
hasm(q) = 0 orm(q) � log(λp), where λp is the smallest Pisot number, which is the
real root of z3 − z − 1, also known as the plastic number [8, Ex. 2.17]. Specialising
this class a bit more, Borwein, Hare and Mossinghoff [19, Cor. 1.2] showed that all
non-reciprocal polynomials q with odd integer coefficients satisfy the bound

m(q) � m(z2 − z − 1) = log(τ ),

where τ = 1
2

(
1 + √

5
)
is the golden ratio, a well-known Pisot number. The golden

ratio is characterised by the property that it is the smallest limit point of Pisot numbers.
See [45] for a general survey, [22] for work on reciprocal polynomials and [24, 29,
38, 40] for more results on small Mahler measures and limit points.

One of the most studied classes of integer polynomials in relation to Lehmer’s
problem are the Borwein polynomials—polynomials of height 1 (coefficients in
{−1, 0, 1}) with non-zero constant term; see [28]. Special importance is placed on
this class, since for any integer polynomial p withm(p) < log(2) there is an integer
polynomial q such that p q has height 1; see Pathiaux [41]. Boyd [21] notes that,
in his experience, such a q can be taken to be cyclotomic and of fairly small degree
relative to the degree of p; see also Mossinghoff [37]. If Boyd’s observation were
proved true in general, then to solve Lehmer’s problem itwould be enough to consider
only Borwein polynomials; unfortunately, this is still unknown.
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Before we continue, let us mention that there is a well-known connection between
Mahler measures and algebraic dynamics. Here, logarithmic Mahler measures show
up as entropies of Z

d -shifts of algebraic origin [30, 34, 42]. The first appearance of a
Mahlermeasure in a similar context actually dates back to a paper byWannier [47] on
the ground state entropy of the antiferromagnetic Isingmodel on the triangular lattice;
see Remark 4 below for details. This general connection between Mahler measures
and entropy has initiated many investigations and enhanced our knowledge about
Mahler measures significantly; see [34, 42] and the references therein for a detailed
account.

In this paper, under some quite natural assumptions, we relate the logarithmic
Mahler measure of Borwein polynomials to a Lyapunov exponent from the spectral
theory of substitutions; see [27] for an earlier appearance of a connection between
Mahler measures and Lyapunov exponents. A binary constant-length substitution �

is defined on �2 := {0, 1} by
� :

{
0 �→ w0

1 �→ w1 ,

where w0 and w1 are finite words over �2 of equal length |w0| = |w1| = L � 2.
Such substitutions are important objects of research in many areas of mathematics,
ranging from dynamics and combinatorics (as substitutions) to number theory (this
is the class of binary automatic sequences) and theoretical computer science (under
the name of uniform morphisms).

Recall that the substitution matrix of � is the matrix M� = (mi j )0�i, j�1, where
mi j � 0 is the number of letters i in the word w j . This matrix is also known as the
Abelianisation of �; compare [8, Sec. 4.1]. We say that � is primitive if the non-
negative matrix M� is primitive, and aperiodic if the hull (or shift) defined by � does
not contain any element with a non-trivial period.When � is primitive, this is the case
if and only if any of the two-sided fixed points of � (or of �n with a suitable n ∈ N)
with legal core (or seed) is non-periodic. If one of these fixed points is non-periodic,
they all are, due to primitivity; see [8, Sec. 4.2] for notions and further details.

Our main result is the following theorem; the relevant concepts concerning Lya-
punov exponents are recalled in Section 3.

Theorem 1 For any primitive, binary constant-length substitution �, the extremal
Lyapunov exponents are explicitly given by

χ B
min = 0 and χ B

max = m(p�),

where p� is a Borwein polynomial, easily determined by �. In particular, if p� is
non-reciprocal, one has χ B

max � log(λp), where λp is the plastic number.

Theorem 1 is a statement relating the logarithmic Mahler measure of Borwein poly-
nomials to Lyapunov exponents of binary constant-length substitutions. Depending
on which object one is interested in, it can be used in a couple of different ways. As
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it reads above, if one has a binary substitution, one can easily compute the extremal
Lyapunov exponents using the associated Borwein polynomial. Alternatively, if one
has a Borwein polynomial, one can determine an associated binary constant-length
substitution. This relationship can be exploited to give some general results about
extremal Lyapunov exponents for certain binary substitutions. For example, one
now has a rather general result considering bijective substitutions, which are the
substitutions where the letters in the words w0 and w1 are different at each position.
At this point, [19, Cor. 1.2] in conjunctionwith Lemma 2 below implies the following
consequence of Theorem 1; see Example 3 for more details.

Corollary 1 Suppose that the primitive, binary constant-length substitution � is
bijective, and that w0 is neither a palindrome nor an anti-palindrome. Then, one has
χ B
max � log(τ ), where τ is the golden ratio.

As it turns out, primitive, binary constant-length substitutions which are periodic do
not satisfy the assumptions of this corollary; in fact, for such periodic substitutions
one has that χ B

max = 0. A characterisation and further details regarding these periodic
substitutions are given later; see Lemma 2 and Theorem 3.

In view of the above results, in the case of Borwein polynomials, Lehmer’s prob-
lem can be restated in terms of the Lyapunov exponents for binary constant-length
substitutions.

Lehmer’s problem (dynamical analogue). Does there exist a constant c > 0 such
that, for any primitive, binary constant-length substitution with χ B

max �= 0, we have
χ B
max � c?

Remark 1 Strong versions of both Lehmer’s problem and our dynamical analogue
would ask whether the constant c can be taken to be m(�L), the logarithmic Mahler
measure of Lehmer’s polynomial from Eq. (2). ♦

Viewing Lehmer’s problem in a dynamical setting, as related to constant-length
substitutions, has some heuristic benefits. In this area, especially at the interface
with number theory, gap results are common and expected. For example, if f (n)

denotes the nth letter of a one-sided fixed point of a constant-length substitution,
then, for any positive integer b � 2, the number

∑
n f (n)b−n is either rational or

transcendental [1, 3, 14]. Also, this number cannot be a Liouville number, that is,
it has finite irrationality exponent [2, 14]. The partial sums S(N ) := ∑

n�N f (n)

satisfy even stronger gap properties. If S(N ) is unbounded, there is a constant c > 0
such that |S(N )| � c log(N ) for infinitely many integers N ; see [15, 16]. Viewing
Lehmer’s problem for Borwein polynomials in this context may, at the least, take
away some of the surprise of its conclusion, and provide an additional reason to
believe in the conjecture for this class of polynomials.

The remainder of this paper is organised as follows. In Section 2, we give details
regarding binary substitutions and their associated Fourier matrices, while we give
the relevant definitions on Lyapunov exponents in Section 3. Section 4 contains the
proof of Theorem 1 as a consequence of a more detailed version. In Section 5, we
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provide several examples including those related to Littlewood, Newman and Bor-
wein polynomials. Finally, in Section 6, we explore extensions to higher dimensions
and their relationship to logarithmic Mahler measures of multivariate polynomials.

2 Substitutions and their Fourier Matrices

As stated in the Introduction, we are concerned with binary constant-length substi-
tutions � defined on �2 := {0, 1} by

� :
{
0 �→ w0

1 �→ w1 ,
(3)

where w0 and w1 are finite words over �2 of equal length1 |w0| = |w1| = L � 2.
We denote the m th column of � by

Cm :=
[

(w0)m
(w1)m

]
,

where (wi )m is the m th letter of the word wi . We follow the convention of indexing
the columns starting with 0; compare [8, Ch. 4]. A binary substitution is said to have
a coincidence at position m, if the column at that specific position is either

[
0
0

]
or[

1
1

]
. A binary substitution is called bijective if there are no coincidences.
For 0 � i, j � 1, let Ti j be the set of all positions m where the letter i appears in

w j , and let T := (Ti j )0�i, j�1 be the resulting 2×2-matrix. Note that the substitution
matrix M�, as defined above, satisfies

M� = (
card(Ti j )

)
0�i, j�1 .

Using T , we build a matrix of pure point measures δT := (δTi j
)0�i, j�1,where we use

δS := ∑
x∈S δx with δ

∅
= 0. This gives rise to an analytic matrix-valued function via

B(k) := δ̂T (k),

which we call the Fourier matrix of �; see [4, 5]. Note that B(0) = M�. The Fourier
matrix provides more information than M�; it encodes the column positions of each
letter in the corresponding words that contain them, whereas the entries of M� only
count the letters 0 and 1 in w0 and w1, respectively.

1Those comfortable with the dynamical setting will note that, by working with two prototiles of unit
length, the tiling and symbolic pictures of these systems are equivalent (topologically conjugate by
a sliding block map).
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The following two examples are paradigmatic for the two principal situations
among aperiodic, binary constant-length substitutions.

Example 1 Consider the Thue–Morse substitution, as given by

�TM :
{
0 �→ 01

1 �→ 10.

Here, one has TTM =
( {0} {1}

{1} {0}
)
, which gives

δTTM
=

(
δ0 δ1
δ1 δ0

)
and BTM(k) =

(
1 e2π ik

e2π ik 1

)
. ♦

Example 2 On the other hand, for the period doubling substitution,

�pd :
{
0 �→ 01

1 �→ 00,

the corresponding matrices are Tpd =
( {0} {0,1}

{1} ∅

)
together with

δTpd
=

(
δ0 δ0 + δ1
δ1 0

)
and Bpd(k) =

(
1 1 + e2π ik

e2π ik 0

)
. ♦

3 Lyapunov Exponents

Using the ergodic transformation k �→ Lk mod 1 defined on the 1-torus T, which is
represented by [0, 1) with addition modulo 1 and equipped with Lebesgue measure,
one can use the Fourier matrix B(k) to build the matrix cocycle

B(n)(k) := B(k)B(Lk) · · · B(Ln−1k),

where the (dynamically unusual) extension to the right originates from the underlying
spectral problem of binary substitutions; see Remark 2 below and [5, 6, 10]. Recall
that the integer L � 2 is the common length of thewordsw0 andw1 from the definition
of the binary substitution �. We note further that the inverse cocycle (B(n)(k))−1

exists for almost every k ∈ R, because det
(
B(k)

) = 0 for at most a countable subset
of R. Due to the ergodicity of the transformation k �→ Lk on T relative to Lebesgue
measure, Oseledec’s multiplicative ergodic theorem ensures the existence of the
Lyapunov exponents and the corresponding subspaces in which they represent the
asymptotic exponential growth rate of the vector norms; see [12]. More precisely, if
v ∈ C

2 is any (fixed) row vector, the values
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χ B(v, k) := lim
n→∞

1

n
log ‖vB(n)(k)‖ (4)

exist for Lebesgue-almost every k ∈ R and are constant on a set of full measure.
In fact, as a function of v, they take only finitely many values, at most two in this
case. These values do not depend on the choice of the norm in (4). Moreover, in the
non-degenerate case, there exists a filtration

{0} =: V0 � V1 � V2 := C
2

such that χ B
1 is the corresponding exponent for all 0 �= v ∈ V1 and χ B

2 then for all
v ∈ V2 \ V1. A vector v from theOseledec subspaceVi+1 \ Vi satisfies the property
that, for almost every k ∈ R, the norm ‖vB(n)(k)‖ has exponential growth factor enχ B

i+1

as n → ∞. In general, these subspaces depend on k, and the filtration simplifies in
the obvious way when χ B

1 (k) = χ B
2 (k). We refer the reader to the monographs [12]

for a general overview and [46] for a more elaborate discussion of linear cocycles.
It iswell known that there exist atmost two distinct exponents for two-dimensional

cocycles, denoted by χ B
max(k) and χ B

min(k). For invertible cocycles, these exponents
admit v-independent representations as

χ B
max(k) := lim

n→∞
1

n
log

∥∥B(n)(k)
∥∥ and

χ B
min(k) := − lim

n→∞
1

n
log

∥∥(
B(n)(k)

)−1∥∥.

Moreover, the exponents are constant almost everywhere, hence effectively indepen-
dent of k as well. This means that we are dealing with two numbers, χ B

max and χ B
min. It

turns out that one has an unexpected connection with logarithmic Mahler measures,
as we discuss below.

Remark 2 These exponents come up in the spectral study of the substitutions asso-
ciated to these Fourier matrices, and can be derived from a renormalisation scheme
involving pair correlation functions; see [5, 6, 9]. In particular, by measure-theoretic
arguments, one can conclude that, if |χ B

max| < log
√

L , the diffractionmeasure, for an
arbitrary choice of weights, never has an absolutely continuous component. We refer
to the literature for further details; in particular, see [35] for the binary constant-length
case, and [4, 10] for an appropriate extension to a family of non-Pisot substitutions,
via the corresponding inflation tiling. ♦

4 Proof of the Main Result

As stated in Theorem 1 in the Introduction, the maximal Lyapunov exponent can be
written as a logarithmic Mahler measure. We prove this as Theorem 2 below, which
is a more detailed version of Theorem 1; compare [35].
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Lemma 1 Let � be a substitution as specified in Eq. (3). Consider the sets

Pa := {
m | Cm = [

0
1

]}
and Pb := {

m | Cm = [
1
0

]}
,

which collect bijective positions of the same type. Further, let z = e2π ik and set

Q(z) := δ̂Pa (k) and R(z) := δ̂Pb(k).

Then, det
(
B(k)

) = pL(z) · (
Q − R

)
(z), where pL(z) = 1 + z + · · · + zL−1.

Proof In analogy to the definitions of Q and R above, let us now define the sets
P0 := {

m | Cm = [
0
0

]}
and P1 := {

m | Cm = [
1
1

]}
, and let

S0(z) := δ̂P0(k) and S1(z) := δ̂P1(k).

In general, the Fourier matrix of � satisfies

B(k) =
((

S0 + Q
)
(z)

(
S0 + R

)
(z)(

S1 + R
)
(z)

(
S1 + Q

)
(z)

)
with z = e2π ik .

Since there are only four distinct column types, we see that

S0 + S1 + Q + R = pL .

One can now verify the lemma by direct computation. �
Recall that, as a consequence of Oseledec’s multiplicative ergodic theorem, our
Lyapunov exponents exist, and are constant, for almost every k ∈ R. We call them
χ B
min and χ B

max.

Theorem 2 For any primitive, binary constant-length substitution �, the extremal
Lyapunov exponents are explicitly given by

χ B
min = 0 and χ B

max = m(Q − R),

with Q and R as in Lemma 1.

Proof Aside from the existence of the extremal Lyapunov exponents as limits,
Oseledec’s multiplicative ergodic theorem [12, 46] also guarantees forward Lya-
punov regularity almost everywhere. That is, for almost every k ∈ R, the sum of the
exponents is given by

χ B
min(k) + χ B

max(k) = lim
n→∞

1

n
log

∣∣det(B(n)(k)
)∣∣, (5)

where one can argue that, for the matrices above, the limit on the right-hand side
converges for almost every k ∈ R to
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m(Q − R) =
∫ 1

0
log

∣∣(Q − R)
(
e2π it

)∣∣ dt .

This can be seen by an application of Birkhoff’s ergodic theorem, because t �→ Lt on
T is ergodic for Lebesguemeasure, and t �→ (pL · (Q − R))

(
e2π it

)
defines a function

in L1(T). The claim then follows from the multiplicative property of the determinant
in conjunction with Lemma 1 and the fact that m(pL) = 0. This value follows via
Jensen’s formula because all zeros of pL are roots of unity.

Next, we note that the row vector (1, 1) is a left eigenvector of B(k), for all
k ∈ R, with eigenvalue pL

(
e2π ik

)
. Hence, using this specific direction, we get one of

the exponents to be χ B
1 = m(pL) = 0. From the sum in Eq. (5), and from the fact that

the logarithmicMahler measure of an integer polynomial is always non-negative, we
then get that the exponent corresponding to this invariant subspace is the minimal
one, χ B

1 = χ B
min, the other being χ B

max = m(Q − R). �

Note that the result of this theorem is not restricted to bijective substitutions, even
though only the bijective positions matter for the exponents.

Remark 3 In the proof of Theorem 2, instead of invoking Birkhoff’s ergodic the-
orem, one can also work with the uniform distribution of (Lnk)n∈N

modulo 1 for
almost every k ∈ R and Weyl’s lemma. The difficulty to overcome here is that the
function defined by k �→ log

∣∣det(B(k)
)∣∣ generally has singularities. Fortunately,

they are isolated (hence at most countable), and one can extend Weyl’s result for
locally Riemann integrable 1-periodic functions to this case via Sobol’s theorem in
conjunction with Diophantine approximation and discrepancy analysis; see [11] and
references therein for a more comprehensive discussion.

It is interesting to observe that one can obtain χ B
max via the (k-independent) right

eigenvector ṽ = (
1−1

)
of B(k), with corresponding eigenvalue (Q − R)

(
e2π ik

)
as

before. One then has, for almost every k ∈ R, that

lim
n→∞

1

n
log

∥∥B(n)(k)ṽ
∥∥ = lim

n→∞
1

n

(
‖ṽ‖ +

n−1∑
�=0

log
∣∣(Q − R)

(
e2π iL

�k
)∣∣)

= m(Q − R),

where the last step once again relies on Birkhoff’s ergodic theorem or on the remarks
of the preceding paragraph. ♦

In the general setting of Theorem 2, one gets a stronger result assuming periodicity.
We require the following lemma, where we use the common shorthand � = (w0, w1)

for the substitution from Eq. (3).

Lemma 2 Let � be a primitive, binary constant-length substitution that defines a
periodic hull. Then, one either has � = (w, w) with w containing at least one copy
each of the letters a and b, or � is bijective, and of the form � = (

(ab)ma, (ba)mb
)

or � = (
(ba)mb, (ab)ma

)
for some m ∈ N.
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Proof Clearly, any substitution � = (w, w)with |w| > 1 defines a periodic hull, and
primitivity implies that w must contain both letters. Consequently, we can now focus
on � = (w0, w1) with w0 �= w1. Let us begin with the cases of equal prefix.

If� = (rus, rvs), where |u| = |v| and arbitrary r, s ∈ �2,wemay aswell consider
� ′ = (sru, srv), because � and � ′ are conjugate and thus define the same hull [8,
Prop. 4.6]. Since we only consider the case w0 �= w1, we must have at least one
position where they differ, and we may assume that this happens at the last position.

For � = (aua, avb), the words ab and ba are both legal (as u must contain the
letter b by primitivity), and an iteration of the corresponding seeds under � results
in the sequences

a|b �→ . . . a|a . . . �→ . . . a|a . . . �→ · · ·
b|a �→ . . . b|a . . . �→ . . . b|a . . . �→ · · ·

that converge to two-sided fixed points. Since they are proximal (equal to the right,
but not to the left) by construction, the hull of � must be aperiodic [8, Cor. 4.2]. A
completely analogous argument works for � = (bua, bvb), which is again aperiodic.

Likewise, for � = (aub, ava), the word ab is legal, hence also ba. Using the latter
as seed, we get the iteration

b|a �→ . . . a|a . . . �→ . . . b|a . . . �→ · · ·

that ultimately alternates between two elements that form a proximal pair, which
implies aperiodicity. Analogously, for � = (bub, bva), we get a proximal pair (and
hence aperiodicity) from an iteration that starts with the legal seed b|a, which is
mapped to a|b and then alternates between b|b and a|b.

Consequently, periodic cases for w0 �= w1 can only occur if the two words have
unequal prefix and unequal suffix.When � = (aub, bva), the seed b|a is legal, which
under iteration alternates between a|a and b|a; when � = (bua, avb), one has the
matching situation with a|b and a|a, so both cases possess proximal pairs and are
thus aperiodic.

Finally, if � = (aua, bvb), one gets a proximal pair if and only if aa or bb is
legal, and the same statement applies to � ′ = (bub, ava). The only way this can be
avoided is if w0 and w1 both alternate between a and b, which indeed gives periodic
hulls, and these substitutions are the two other cases stated. �

Theorem 3 If the primitive, binary constant-length substitution � defines a periodic
hull, the extremal Lyapunov exponents satisfy χ B

min = χ B
max = 0.

Proof In view of Lemma 2, we have to check the claim for three cases. When
� = (w, w), where w contains both letters and L = |w| � 2, we consider an arbitrary
starting vector v = (α, β) �= 0. For n > 1, one then has

vB(n)(k) = (
αS0

(
e2π ik

) + β S1
(
e2π ik

)) · (1, 1)B(n−1)(Lk),

where (1, 1) is a left eigenvector of B(n−1)(Lk). Since S0 + S1 = pL in this case,
one finds
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‖vB(n)(k)‖ = ∣∣αS0
(
e2π ik

) + β S1
(
e2π ik

)∣∣ ‖(1, 1)‖
n−1∏
�=1

∣∣pL

(
e2π iL

�k
)∣∣.

The first term on the right-hand side only vanishes at isolated (and hence countably
many) values of k, whichwemay exclude. Then, a calculationwith Birkhoff averages
shows that, for almost every k ∈ R, we get

lim
n→∞

1

n
log ‖vB(n)(k)‖ = m(pL) = 0,

which establishes the claim in this case.
If � is bijective, we have L = 2m + 1 for the two remaining cases by Lemma 2.

In line with our previous reasoning, the Fourier matrix is of the form

B(k) =
(

Q(z) R(z)
R(z) Q(z)

)
with z = e2π ik,

where the polynomials Q and R satisfy Q(z) + R(z) = pL(z) = 1 + z + · · · + z2m ,
which is cyclotomic, so that m(Q + R) = 0. Also, due to the alternating structure
of �(a) and �(b), one has

(
Q − R

)
(z) = ±(

Q + R
)
(−z). This means that Q − R

is cyclotomic as well, and m(Q − R) = 0. Now, one sees that

(1,±1)B(n)(k) = (1,±1)
L−1∏
�=0

(Q ± R)
(
e2π iL

�k
)

which, for almost every k ∈ R, gives the two exponents as m(Q + R) = 0 and
m(Q − R) = 0 by a simple calculation as in Remark 3. This implies our claim
for these two cases. �
The converse of Theorem 3 does not hold. For example, both the Thue–Morse and the
period doubling substitutions, given in Examples 1 and 2, have χ B

min = χ B
max = 0; this

means that the norm of the resulting vector after applying their respective cocycles
to any starting vector v does not grow exponentially. However, one must be careful
here, as zero Lyapunov exponents do not exclude sub-exponential growth behaviour.

5 Examples: From Polynomials to Substitutions

Theorem 1, and the more specific Theorem 2, allow one, given a binary constant-
length substitution, to write down a polynomial whose logarithmic Mahler measure
determines themaximal Lyapunov exponent related to the substitution. But the nature
of our results allows one to go the other way as well, as we now do. We explain how,
given a specific polynomial, one can build a substitution associated with the maxi-
mal Lyapunov exponent for the cocycle B(n)(k). We also comment on the essential
uniqueness of these substitutions and the properties of their Fourier matrices. We
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focus on specific classes of height-1 polynomials that have been important in the
study of the logarithmic Mahler measure in the context of Lehmer’s problem.

Example 3 (Littlewood polynomials) Recall that a polynomial q of degree n − 1,
defined by q(z) = ∑n−1

m=0 cm zm with coefficients cm ∈ {−1, 1}, is called a Littlewood
polynomial of order n − 1; see [18, 20, 39]. As before, let Cm be the m th column of
�. Starting with the polynomial, we choose Cm to be

Cm =
{[

0
1

]
, if cm = 1,[

1
0

]
, if cm = −1,

and we build the substituted words for 0 and 1 by looking at the concatenation
C0 C1· · · CL−1. Since there are only two possible column types, we see immediately
that the sets Pa and Pb from Lemma 1 satisfy

Pa ∪ Pb = {0, 1, . . . , L − 1} ,

and also that the resulting substitution � must be bijective. By construction, we have

χ B
max = m(Q − R) = m(q) (6)

for the cocycle defined by the Fourier matrix associated with �, which explicitly
reads

B(k) =
(

Q(z) R(z)
R(z) Q(z)

)
where z = e2π ik .

Note that, in this case, χ B
max can also be calculated by observing that (1,−1) is a

k-independent left eigenvector of B(k) with eigenvalue (Q − R)
(
e2π ik

)
, thus also

giving (6).
The substitution corresponding to q = Q − R is essentially unique, up to the

obvious freedom that emerges from the relation m(−q) = m(q), that is, from
changing all signs. This is the case because a given sequence of signs uniquely
specifies the columns of �. For example, let us consider the integer polynomial
q(z) = −1 − z + z2 − z3 + z4, hence we get the substitutions

�q :
{
0 �→ 11010

1 �→ 00101
and �−q :

{
0 �→ 00101

1 �→ 11010

with associated Fourier matrices

Bq(k) =
(

e4π ik + e8π ik 1 + e2π ik + e6π ik

1 + e2π ik + e6π ik e4π ik + e8π ik

)
and B−q(k) =

(
0 1
1 0

)
Bq(k).

Both induce a cocycle whose maximum Lyapunov exponent is
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χ B
max = m(q) ≈ 0.656256. ♦

The Fourier matrices associated with bijective substitutions enjoy further proper-
ties such as simultaneous diagonalisibility and a k-independent expression for the
Oseledec splitting. In these cases, one always has V1 = C(1, 1). This means that,
for all vectors v �= 0 in this subspace, the asymptotic exponential growth rate is 0,
for almost every k ∈ R. One also sees that every column sum and every row sum
of B(k) is the cyclotomic polynomial pL ; for rows it is due to the bijectivity of the
substitution, for columns it follows from the constant-length property.

Before we continue, let us mention that adding coincident positions to a given
constant-length substitution as prefix or suffix does not change the Lyapunov expo-
nents. Conversely, any primitive, binary constant-length substitution either starts and
ends with bijective positions, or can be conjugated into a substitution that either has
coincident prefix or suffix positions, but not both. The period doubling case is an
example of this. To avoid pathologies, we now restrict our attention to substitutions
which do not end with a coincidence.

Example 4 (Newman polynomials)For the class of {0, 1}-polynomialswith constant
term 1, also known as Newman polynomials [39], one has R = 0, so the associated
Fourier matrix is

B(k) =
((

S0 + Q
)
(z) S0(z)

S1(z)
(
S1 + Q

)
(z)

)
with z = e2π ik,

which leads to χ B
max = m(Q) by Theorem 2. If either S0 or S1 is zero, M� = B(0)

is a triangular matrix, and cannot be primitive. This can be avoided if at least two
coefficients of the polynomial are zero. If there is only one, we can still construct a
primitive substitution by recalling thatm(−q) = m(q), so we only need to exchange
the two bijective column types.

As a concrete example, consider q(z) = 1 + z2. The two standard choices

�q :
{
0 �→ 000

1 �→ 101
and �q ′ :

{
0 �→ 010

1 �→ 111

both give non-primitive substitutions; in fact, their substitution matrices are not even
irreducible. However,

�−q :
{
0 �→ 101

1 �→ 000
and �−q ′ :

{
0 �→ 111

1 �→ 010

are both primitive and aperiodic, and have χ B
max = m(q). One can see in this example

that replacing q by −q really means an exchange of w0 and w1 in the definition of �.
As another example, consider the reciprocal Newman polynomial
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q(z) = 1 + z3 + z4 + z5 + z6 + z7 + z8 + z9 + z10 + z11 + z14

taken from [21, p. 1375]. One choice for a substitution (with L = 15) is

�q :
{
0 �→ 010000000000000

1 �→ 110111111111001

which means S1(z) = z and S0(z) = z2 + z12 + z13, together with Q = q. Here,
m(q) ≈ log(1.265122). Note that this value is strictly smaller than log(λp), where
λp ≈ 1.324718 is the plastic number described earlier. Recall that log(λp) is the
sharp lower bound for m(p) over all non-reciprocal integer polynomials p that are
not a product of a monomial with a cyclotomic polynomial. ♦

Note that, when associating a polynomial to a binary constant-length substitution �,
it is only the bijective columns of � that are determined by the non-zero coefficients.
Thus, we can extend the construction to generic height-1 polynomials, even when the
constant term is zero, as in the period doubling example. However, when interested in
non-trivial logarithmicMahlermeasures, one can assume that the constant coefficient
is non-zero.

Example 5 (Borwein polynomials) When considering Borwein polynomials, one
can choose the columns of an associated substitution just as in Example 3, but with
the additional freedom to vary the choice for each zero coefficient. As in Example 3,
starting with the polynomial, we choose Cm to be

Cm =

⎧⎪⎨
⎪⎩

[
0
1

]
, if cm = 1,[

1
0

]
, if cm = −1,[

0
0

]
or

[
1
1

]
, if cm = 0,

and we build the substituted words for 0 and 1 by looking at the concatenation
C0 C1· · · CL−1. But now, there are two choices for each zero coefficient of the polyno-
mials, so that, if p is a Borwein polynomial of degree L − 1 with n zero coefficients,
there are 2n distinct binary constant-length substitutions of length L whose maximal
Lyapunov exponents are all given bym(p). On top of this freedom, we can also still
work both with p or with −p, as we saw earlier.

As a concrete example, we consider Lehmer’s polynomial �L from (4), where
c2 = c8 = 0. Recall from the Introduction that this polynomial is irreducible, and
has precisely one root outside the unit disk. This root is real and a Salem number.
Recall further that �L is the polynomial with the smallest known positive logarithmic
Mahler measure, m(�L) ≈ log(1.176281). Here,

��L
:
{
0 �→ 00111111000

1 �→ 11100000011
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is one of the eight substitutions that correspond to the polynomial �L. ♦

With this connection and representation, we obtain the following equivalent refor-
mulation of the strong version of Lehmer’s problem for Borwein polynomials.

Question 1 Does there exist a primitive, binary constant-length substitution � with
maximal Lyapunov exponent 0 < χ B

max < m(�L) ≈ log(1.176280818)?

6 Extensions and Outlook

Lyapunov exponents are neither restricted to constant-length substitutions nor to
binary alphabets. In fact, there are many extensions possible; see [4, 6] and refer-
ences therein for more. In general, however, the Lyapunov exponents are no longer
logarithmic Mahler measures themselves, though they often still satisfy interesting
estimates in such a setting.

Moreover, there is actually also a generalisation to higher dimensions, as briefly
stated in [36]. Here, one considers stone inflation rules of finite local complexity
[8] and selects a suitable marker (or reference point) in each prototile (such that the
tiling and the point set are mutually locally derivable [8, Sec. 5.2] from each other).
One particular class emerges from block substitutions, as those discussed in [7, 31].

Example 6 A simple bijective example is given by

a �→ b a
a b , b �→ a b

b a

which is primitive and aperiodic. Here, one can represent the two letters by unit
squares with a (coloured) reference point at their lower left corners. Then, with
k = (k1, k2) ∈ R

2, one finds the Fourier matrix

B(k) =
(
1 + x y x + y
x + y 1 + x y

)
where (x, y) = (

e2π ik1 , e2π ik2
)
,

which satisfies (1,±1)B(k) = (
(1 + xy) ± (x + y)

)
(1,±1). Since we also have

1 + x + y + x y = (1 + x)(1 + y) and 1 − x − y + x y = (1 − x)(1 − y), all fac-
tors are cyclotomic. Consequently, for almost every k ∈ R

2, one gets the Lyapunov
exponents as

χ B
min = m(1 + x + y + x y) = 0 and χ B

max = m(1 − x − y + x y) = 0,

which resembles Example 1 in many ways. Here, in line with Eq. (1), the logarithmic
Mahler measure of a multivariable polynomial p is defined as

m(p) =
∫

[0,1]d

log
∣∣ p

(
e2π it1 , . . . , e2π itd

)∣∣ dt1 · · · dtd .
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As another example, consider the bijective block substitution

a �→
b a b
a a a
b a b

, b �→
a b a
b b b
a b a

that emerges from the squiral tiling [7]. Here, one has

χ B
min = m

(
(1 + x + x2)(1 + y + y2)

) = 0

as before, while

χ B
max = m

(
x + y(1 + x + x2) + x y2 − (1 + x2)(1 + y2)

) ≈ 0.723909

is strictly positive. ♦

It is clear that one can now repeat a lot of our previous analysis for the class of
bijective block substitutions, in any dimension. As is implicit in [36], the blocks
need not be cubes, as long as they have length at least 2 in each direction. We
leave further experimentation along these lines to the interested reader. Outside the
bijective class, interesting new phenomena are possible as follows.

Example 7 Consider the binary block substitution

a �→ b a
b b

, b �→ a a
a a

which is clearly primitive. It has a coincidence, so that the higher-dimensional ana-
logue of Dekking’s result, see [7, 13, 31], implies the pure point spectral nature of
the corresponding dynamical system (under the action of the Z

2-shift).
Here, the Fourier matrix reads

B(k) =
(

x y (1 + x)(1 + y)

1 + x + y 0

)
, where (x, y) = (

e2π ik1 , e2π ik2
)

and det
(
B(k)

) = −(1 + x)(1 + y)(1 + x + y). As before, we get

χ B
min = m

(
(1 + x)(1 + y)

) = 0,

while the sum then satisfies
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χ B
min + χ B

max = χ B
max = m

(
(1 + x)(1 + y)(1 + x + y)

)

= m(1 + x + y) = 3
√
3

4π
L(2, χ−3) = L ′(−1, χ−3)

= 2
∫ 1/3

0
log

(
2 cos(π t)

)
dt ≈ 0.323066,

with L(s, χ−3) denoting the Dirichlet L-function of the character χ−3(n) = (−3
n

)
,

written in terms of the Legendre symbol; compare [24]. This special value of aMahler
measure also appears in [44, 45], and various other relations of this kind are known
[17], such as

m(1 + x + y + z) = 7

2π2
ζ(3).

The latter can be realised by a block substitution in three dimensions. ♦

Remark 4 It seems hardly known that theMahler measure from Example 7, together
with its integral representation, first appeared in Wannier’s calculation of the ground
state entropy of the antiferromagnetic Ising model on the triangular lattice [47].
This might be due to the fact that the numerical value originally given by him was
incorrect, though corrected in an erratum 23 years later. Somewhat similar entropy
calculations in terms of logarithmic integrals later appeared in various other papers
on solvable models of statistical physics.

To be more precise, Wannier gets the entropy s as a double integral from which
we obtain

s = 1

2

∫ 1

0

∫ 1

0
log

(
1 + 4 cos(2πv)2 − 4 cos(2πu) cos(2πv)

)
du dv

= 1

2

∫ 1

0

∫ 1

0
log

∣∣(1 + y2 − x y)(x + x y2 − y)
∣∣
x=e2π iu , y=e2π iv du dv

= 1

2

(
m(1 + y2 − x y) + m(1 + y2 − x−1y)

) = m(1 + y2 − x y).

Now, one clearly has

m(1 + y2 − x y) = m(1 + y2 + x y) = m(1 + x + y),

via a change of variables u = u′ + 1
2 for the first identity and the invariance of the

Mahler measure under an invertible linear map with integer coefficients, as detailed
in [30, Exc. 3.1], which is given by the matrix

(
1 1
0 2

)
in this case. ♦

It is well known that the connection between the Mahler measure and special values
of L-series has deep roots; in particular, see [23, 26], and [17] for a survey with
several examples and references. Also, a connection between Mahler measures and
Lyapunov exponents is known from [27]. On the other hand, our observation shows
that these quantities occur in the spectral theory of dynamical systems as well, in a
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rather elementary way, and it seems an interesting problem to analyse this connection
further.
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The Borwein Brothers, Pi and the AGM

Richard P. Brent

In fond memory of Jonathan M. Borwein 1951–2016

1 Introduction

Jonathan Borwein was fascinated by the constant π , and gave many stimulating
talks on this topic. The slides for most of these talks may be found on the memorial
website [11]. In my talk [22] at the Jonathan Borwein Commemorative Conference
I discussed the reasons for this fascination. In a nutshell, it is that theorems about
π are often just the tips of “mathematical icebergs”—much of interest lies hidden
beneath the surface.

This paper considers some of Jonathan and Peter Borwein’s contributions to the
high-precision computation of π and the elementary functions log, exp, arctan, sin,
etc. The material is mainly drawn from their fascinating book Pi and the AGM [14].
We make no attempt to review the whole book—a reader interested in the complete
contents should consult one of the reviews [2, 3, 9, 48] or, better, read the book itself.
We do not try to distinguish between the contributions of Jonathan and his brother
Peter—so far as we know, they contributed equally to the book, although no doubt
in different ways.

We take the opportunity to present some new results that are related to the mate-
rial in Pi and the AGM. For example, the error after a finite number of iterations
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of some of the quadratically and quartically convergent algorithms for π can be
expressed succinctly in terms of theta functions. Inspection of these expressions
suggests that some algorithms, previously considered different, are actually equiva-
lent, in the sense that they give exactly the same sequence of approximations to π if
performed using exact arithmetic. For example, one of the Borweins’ quadratically
convergent algorithms [14, Iteration 5.2 with r = 4] is equivalent to the Gauss–
Legendre algorithm [18, 20, 42], and it follows that one step of the Borweins’
quartically convergent algorithm [14, Iteration 5.3] is equivalent to two steps of
the Gauss–Legendre algorithm. These connections between superficially different
algorithms do not seem to have been noticed before.

In Sect. 2 we give some necessary definitions, discuss the arithmetic–geometric
mean and consider its connection with elliptic integrals and Jacobi theta functions.
We also mention the concept of order of convergence of an algorithm.

A brief history of quadratically convergent algorithms for π is given in Sect. 3.
In Sect. 4 we consider some quadratically and quartically convergent algorithms

for π , including the Gauss–Legendre algorithm and several algorithms due to the
Borweins. In Sect. 5 we show that some of the algorithms of Sect. 4, although super-
ficially different, are actually equivalent when performed with exact arithmetic.

Chapter 5 of Pi and the AGM considers some striking Ramanujan–Sato formulæ
for 1/π that give very fast (though linearly convergent) algorithms for comput-
ing π . The first such formulæ were given by Ramanujan [40]. Later authors include
Takeshi Sato, the Borwein brothers and the Chudnovsky brothers. See [6, 7, 15] for
references. In Sect. 6 we briefly consider some Ramanujan–Sato formulæ and the
corresponding algorithms for computing π .

One of the “icebergs” alluded to above is the fast computation of elementary
functions to arbitrary precision. The constant π = 4 arctan(1) is of course just a
special case (the tip of the iceberg). In Sect. 7 we outline how fast algorithms for
computing elementary (and some other) functions can be based on the arithmetic–
geometric mean iteration.

2 Preliminaries: Means, Elliptic Integrals and Theta
Functions

We define the order of convergence of a sequence. It will be sufficient to say that a
sequence (xn)n∈N converges linearly to L (or with order of convergence 1) if

0 < μ0 = lim inf
n→∞

|xn+1 − L|
|xn − L| ≤ lim sup

n→∞
|xn+1 − L|
|xn − L| = μ1 < 1.

If μ0 = μ1 then μ0 is called the rate of convergence.
We say that a sequence (xn)n∈N converges to L with order p > 1 if the sequence

converges to L and there exists

p = lim
n→∞

log |xn+1 − L|
log |xn − L| > 1.

http://dx.doi.org/10.1007/978-3-030-36568-4_5
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Quadratic, cubic and quartic convergence are the cases p = 2, 3, 4, respectively.
For example, if xn = 2n exp(−3n), then (xn)n∈N converges cubically to zero, because
log |xn+1|/ log |xn| = (−3n+1 + O(n))/(−3n + O(n)) → 3 as n → ∞.

Roughly speaking, if a sequence converges linearly to L with rateμ, then the num-
ber of correct decimal digits in the approximation to L increases by about log10(1/μ)

per term. For example, if

xn = 2
√
3

n∑

j=0

(−1) j

(2 j + 1)3 j
, (1)

then xn converges linearly toπ with about log10 3 ≈ 0.4771 decimal digits per term.1

If a sequence converges to L with order p > 1, then the number of correct digits
is approximately multiplied by p for each additional term. For example, Newton’s
method for computing square roots2

xn+1 := 1

2

(
xn + S

xn

)

converges quadratically to L := √
S, provided that x0 and S are positive. In fact, it

is easy to show that

xn+1 − L ≈ 1

2L
(xn − L)2.

We now consider some well-known means. The arithmetic mean of a, b ∈ R is

AM(a, b) := a + b

2
,

and the geometric mean is
GM(a, b) := √

ab. (2)

Assuming that a and b are positive, we have the inequality

GM(a, b) ≤ AM(a, b).

Initially we assume that a, b are positive real numbers. In Sect. 7 we permit a,
b to be complex. To resolve the ambiguity in the square root in (2) we assume that
�(G M(a, b)) ≥ 0, and 
(G M(a, b)) ≥ 0 if �(G M(a, b)) = 0.

Given two positive reals a0, b0, we can iterate the arithmetic and geometric means
by defining, for n ≥ 0,

1The formula (1) is listed in Bailey’s compendium [5], and is attributed to Madhava of Sangama-
gramma (c.1340–c.1425). It follows from the Taylor series for arctan(1/

√
3).

2Attributed to Hero of Alexandria (c.10–70 A.D.), though also called the Babylonian method.
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an+1 = AM(an, bn)

bn+1 = GM(an, bn).

The sequences (an) and (bn) converge quadratically to a common limit called the
arithmetic–geometric mean (AGM) of a0 and b0. We denote it by AGM(a0, b0).

Gauss [27] and Legendre [36] solved the problem of expressing AGM(a, b) in
terms of known functions. The answer may be written as

1

AGM(a, b)
= 2

π

∫ π/2

0

dθ√
a2 cos2 θ + b2 sin2 θ

. (3)

The right-hand side of (3) is the product of a constant (whose precise value will
be significant later) and a complete elliptic integral of the first kind. As usual, the
complete elliptic integral of the first kind is defined by

K (k) :=
∫ π/2

0

dθ√
1 − k2 sin2 θ

=
∫ 1

0

dt√
(1 − t2)(1 − k2t2)

,

and the complete elliptic integral of the second kind by

E(k) :=
∫ π/2

0

√
1 − k2 sin2 θ dθ =

∫ 1

0

√
1 − k2t2√
1 − t2

dt.

The variable k is called the modulus, and k ′ := √
1 − k2 is called the complementary

modulus. It is customary to define

K ′(k) := K (
√
1 − k2) = K (k ′)

and
E ′(k) := E(

√
1 − k2) = E(k ′),

so in the context of elliptic integrals a prime (′) does not denote differentiation. On
the occasions when we need a derivative, we use operator notation

Dk K (k) := d K (k)/dk.

We remark that Pi and the AGM uses the “dot” notation K̇ (k) := d K (k)/dk, but this
is potentially ambiguous and hard to see, so we prefer to avoid it.

The moduli k and k ′ can in general be complex, but unless otherwise noted we
assume that they are real and in the interval (0, 1).

In terms of the Gaussian hypergeometric function

F(a, b; c; z) := 1 + a · b

1! · c
z + a(a + 1) · b(b + 1)

2! · c(c + 1)
z2 + · · · ,
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we have
K (k) = π

2
F

(
1
2 ,

1
2 ; 1; k2) (4)

and
E(k) = π

2
F

(− 1
2 ,

1
2 ; 1; k2) . (5)

From (4) and [1, 17.3.21], we also have3

K ′(k) = 2

π
log

(
4

k

)
K (k) − f (k), (6)

where f (k) = k2/4 + O(k4) is analytic in the disk |k| < 1.
Substituting (a, b) �→ (1, k ′) in (3), and recalling that k2 + (k ′)2 = 1, we have

AGM(1, k ′) = π

2K (k)
. (7)

Thus, if we start from a0 = 1, b0 = k ′ ∈ (0, 1) and apply the AGM iteration, K (k)

can be computed from

lim
n→∞ an = π

2K (k)
. (8)

E(k) can be computed via the AGM at the same time as K (k), using the well-known
result [14, (b) on pg. 15]

E(k)

K (k)
= 1 − k2

2
−

∞∑

n=0

2n (an − an+1)
2.

It follows from (4) and (6) that, for small k,

K ′(k) = (
1 + O(k2)

)
log

(
4

k

)
. (9)

This will be relevant in Sect. 7. A bound on the O(k2) term is given in [14, Thm. 7.2].
The Gauss–Legendre algorithm depends on Legendre’s relation: for 0 < k < 1,

E(k)K ′(k) + E ′(k)K (k) − K (k)K ′(k) = π

2
.

For a proof, see Pi and the AGM, Sec. 1.6.
A computationally important special case, obtained by taking k = k ′ = 1/

√
2, is

(
2E

(
1/

√
2
) − K

(
1/

√
2
))

K
(
1/

√
2
) = π

2
. (10)

3Here and elsewhere, log denotes the natural logarithm.

http://dx.doi.org/10.1007/978-3-030-36568-4_1
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It can be shown [14, Thm. 1.7] that the two factors in (10) are

K (1/
√
2) = �2

(
1
4

)

4π1/2
and 2E(1/

√
2) − K (1/

√
2) = �2

(
3
4

)

π1/2
.

To estimate the order of convergence and to obtain error bounds, we consider the
parameterisation of the AGM in terms of Jacobi theta functions. We need the basic
theta functions of one variable, defined for |q| < 1 by

θ2(q) :=
∑

n∈Z
q(n+1/2)2 , θ3(q) :=

∑

n∈Z
qn2

, θ4(q) :=
∑

n∈Z
(−1)nqn2

.

The theta functions satisfy many identities [47, §21.3]. In particular, we use the
following addition formulæ, due to Jacobi [32]. They are proved in [14, §2.1].

θ2
3 (q) = θ2

2 (q
2) + θ2

3 (q2), (11)

θ4
3 (q) = θ4

2 (q) + θ4
4 (q). (12)

It is not difficult to show that

θ2
3 (q) + θ2

4 (q)

2
= θ2

3 (q2) and
√

θ2
3 (q)θ2

4 (q) = θ2
4 (q

2).

Thus, theAGMvariables (an, bn) canbeparameterisedby (θ2
3 (q2n

), θ2
4 (q2n

)) if scaled
suitably. More precisely, if 1 = a0 > b0 = θ2

4 (q)/θ2
3 (q) > 0, where q ∈ (0, 1), then

the variables an , bn appearing in the AGM iteration satisfy

an = θ2
3 (q

2n
)

θ2
3 (q)

, bn = θ2
4 (q

2n
)

θ2
3 (q)

. (13)

It is useful to define auxiliary variables cn+1 := an − an+1 = (an − bn)/2. Using the
quotient for an and the addition formula (11), we see that

cn = θ2
2 (q2n

)

θ2
3 (q)

(14)

holds for n ≥ 1. We could use (14) to define c0, but this will not be necessary.4

We can write q (which is called the nome) explicitly, in fact

q = exp(−π K ′(k)/K (k)). (15)

4Salamin [42] defines cn using the relation c2n = a2
n − b2n . This has the advantage that c0 is defined

naturally, and for n > 0 it is equivalent to our definition. However, it is computationally more
expensive to compute (a2

n − b2n)1/2 than an − an+1.
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This is due to Gauss/Jacobi; for a proof see [14, Thm. 2.3]. In the important special
case k = k ′ = 1/

√
2, we have K ′ = K and q = e−π = 0.0432139 . . .

Because the AGM iteration converges quadratically, it offers the prospect of
quadratically convergent algorithms for approximating π and, more generally, all
the elementary functions. This is the topic of Sects. 4 and 7 below. First, we make
some comments on the history of quadratically convergent algorithms for π .

3 Historical Remarks

An algorithm for computing log(4/k), using (7), (9) and the AGM, assuming that
we know π to sufficient accuracy, was given by Salamin [8, pg. 71] in 1972. On the
same page Salamin gives an algorithm for computing π , taking k = 4/en in (9).With
his choice π ≈ 2n AGM(1, k). However, this assumes that we know e, so it is not
a “standalone” algorithm for π via the AGM. Similarly, if we take k = 4/2n in (9),
we obtain an algorithm for computing π log 2 (and hence π , if we know log 2).

In 1975, Salamin [42] and (independently) the present author [18, 20] discovered
a quadratically convergent algorithm for computing π via the AGM without needing
to know e or log 2 to high precision. It is known as the “Gauss–Legendre” algorithm
(after the discoverers of the key identities [26, 36]) or the “Brent–Salamin” algorithm
(after the twentieth century discoverers [21]), and is about twice as fast as the earlier
algorithms which assume a knowledge of e or log 2. We abbreviate the name to
Algorithm GL. Bailey and Borwein, inPi: The Next Generation [6, Synopsis of paper
1], say “This remarkable co-discovery arguably launched the modern computer era
of the computation of π”.5

In 1984, Jon and Peter Borwein [12] (see also [14, Alg. 2.1]) discovered another
quadratically convergent algorithm for computing π , with convergence about as fast
as Algorithm GL. We call this the (first) Borwein-Borwein algorithm, or Algorithm
BB1. Yet another quadratically convergent algorithm, which we call the (second)
Borwein-Borwein algorithm and abbreviate as Algorithm BB2, dates from 1986—
see [13] and [14, Iteration 5.1]. Although Algorithm BB2 appears different from
Algorithm GL, we show in Sect. 5 that the two algorithms are in fact equivalent, in
the sense of producing the same sequence of approximations to π . This surprising
fact does not seem to have been noticed before.

4 Some Superlinearly Convergent Algorithms for π

In this section, we describe the Gauss–Legendre algorithm (GL) and two quadrati-
cally convergent algorithms (BB1 and BB2) due to Jon and Peter Borwein. We also
describe a fourth order algorithm (BB4) due to the Borweins.

5In [10, §10], Jon Borwein says “It [Algorithm GL] is based on the arithmetic–geometric mean
iteration (AGM) and some other ideas due to Gauss and Legendre around 1800, although neither
Gauss, nor many after him, ever directly saw the connection to effectively computing π”.
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Using Legendre’s relation and the formulæ that we have given for E and K in
terms of the AGM iteration, it is not difficult to derive Algorithm GL. We present it
in pseudocode using the same style as the algorithms in [23].

Algorithm GL
Input: The number of iterations nmax .
Output: A sequence of nmax intervals containing π .

a0 := 1; b0 := 1/
√
2; s0 := 1

4 .

for n from 0 to nmax − 1 do

an+1 := (an + bn)/2;
cn+1 := an − an+1;
output (a2

n+1/sn, a2
n/sn).

if n < nmax − 1 then
bn+1 := √

anbn;
sn+1 := sn − 2n c2n+1.

Remarks

1. Subscripts on variables such as an, bn are given for expository purposes. In an
efficient implementation only a constant number of real variables are needed,
because an+1 can overwrite an (after saving an in a temporary variable for use in
the computation of bn+1), and similarly for bn , cn and sn .

2. The purpose of the final “if . . . then” is simply to avoid unnecessary computations
after the final output. Similar comments apply to the other algorithms given below.

3. Salamin [42] notes the identity 4an+1cn+1 = c2n which can be used to compute cn+1

without the numerical cancellation that occurs when using the definition cn+1 =
an − an+1. However, this refinement costs time and is unnecessary, because the
terms 2nc2n+1 diminish rapidly and make only a minor contribution to the overall
error caused by using finite-precision real arithmetic. To obtain an accurate result
it is sufficient to use O(log nmax ) guard digits.

Neglecting the effect of rounding errors, Algorithm GL gives a sequence of lower
and upper bounds on π :

a2
n+1

sn
< π <

a2
n

sn

,

and both bounds converge quadratically to π . The lower bound is more accurate,
so the algorithm is often stated with just the lower bound a2

n+1/sn (we call this
variant Algorithm GL1). Table 1 shows the approximations to π given by the first
few iterations. Correct digits are shown in bold. The quadratic convergence is evident.
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Table 1 Convergence of algorithm GL

n Lower bound a2
n+1/sn Upper bound a2

n/sn

0 2.914213562373095048801689 < π < 4.000000000000000000000000

1 3.140579250522168248311331 < π < 3.187672642712108627201930
2 3.141592646213542282149344 < π < 3.141680293297653293918070
3 3.141592653589793238279513 < π < 3.141592653895446496002915
4 3.141592653589793238462643 < π < 3.141592653589793238466361

Recall that in Algorithm GL we have a0 = 1, b0 = 1/
√
2, s0 = 1

4 and, for n ≥ 0,

an+1 = an + bn

2
, bn+1 = √

anbn, cn+1 = an − an+1, sn+1 = sn − 2n c2n+1 .

Take q = e−π , and write

a∞ := lim
n→∞ an = θ−2

3 (q) = 2π3/2/�2( 14 ) ≈ 0.8472, (16)

s∞ := lim
n→∞ sn = θ−4

3 (q)/π = 4π2/�4( 14 ) ≈ 0.2285 . (17)

Since cn = θ2
2 (q

2n
)/θ2

3 (q), we have

sn − s∞ = θ−4
3 (q)

∞∑

m=n

2mθ4
2 (q

2m+1
) . (18)

Write an/a∞ = 1 + δn and sn/s∞ = 1 + εn . Then

δn = θ2
3 (q

2n
) − 1 ∼ 4q2n

as n → ∞,

and (17), (18) give

εn = π

∞∑

m=n

2m θ4
2 (q

2m+1
) ∼ 2n+4πq2n+1

.

Writing
a2

n/a2∞
sn/s∞

= a2
n

πsn
= (1 + δn)

2

1 + εn

,

it is straightforward to obtain an upper bound on π :

0 < a2
n/sn − π < U (n) := 8πq2n

. (19)

Convergence is quadratic: if en := a2
n/sn − π , then
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Table 2 Numerical values of upper and lower bounds for algorithm GL

n a2
n/sn − π π − a2

n+1/sn
a2

n/sn − π

U (n)

π − a2
n+1/sn

L(n)

0 8.58e-1 2.27e-1 0.790369040 0.916996189

1 4.61e-2 1.01e-3 0.981804947 0.999656206

2 8.76e-5 7.38e-9 0.999922813 0.999999998

3 3.06e-10 1.83e-19 0.999999999 1.000000000

4 3.72e-21 5.47e-41 1.000000000 1.000000000

5 5.50e-43 2.41e-84 1.000000000 1.000000000

6 1.20e-86 2.31e-171 1.000000000 1.000000000

7 5.76e-174 1.06e-345 1.000000000 1.000000000

8 1.32e-348 1.11e-694 1.000000000 1.000000000

lim
n→∞ en+1/e2n = 1

8π
.

Replacing an by an+1 and δn by δn+1, we obtain a lower bound on π :

0 < π − a2
n+1

sn
< L(n) := (2n+4π2 − 8π)q2n+1

. (20)

Pi and the AGM [(2.5.7) on page 48] gives a slightly weaker lower bound which, via
(16), may be written as

π − a2
n+1

sn
≤ 2n+4π2q2n+1

a2∞
. (21)

Since a2∞ < 1, the bound (21) is weaker than the bound (20). In (20), the factor
(2n+4π2 − 8π) is the best possible, since an expansion of a2

n+1/sn in powers of q

gives π − a2
n+1/sn = (2n+4π2 − 8π)q2n+1 − O(2nq2n+2

), with the minus sign before
the “O” term informally indicating the sign of the remainder.

In Table 2, U (n) := 8π exp(−2nπ) and L(n) := (2n+4π2 − 8π) exp(−2n+1π)

are the bounds given in (19)–(20). It can be seen that the bounds are very accurate
for n > 1, as expected from our analysis.

Recall thatAlgorithmGLgives approximationsa2
n/sn anda2

n+1/sn toπ = a2∞/s∞.
Using the expressions for an and sn in terms of theta functions, we see that

π = a2
n θ−4

3 (q2n
)

sn − θ−4
3 (q)

∑∞
m=n 2

m θ4
2 (q

2m+1
)
, (22)

[or similarly with the numerator replaced by a2
n+1θ

−4
3 (q2n+1

)]. The expression (22)
for π is essentially of the form

π = a2
n − O(q2n

)

sn − O(2nq2n+1
)

[
or

a2
n+1 − O(q2n+1

)

sn − O(2nq2n+1
)

]
.
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This shows precisely how Algorithm GL approximates π and why it provides upper
[or lower] bounds.

In Pi and the AGM, Jon and Peter Borwein present a quadratically convergent
algorithm forπ , based on theAGM, but different fromAlgorithmGL. It is Algorithm
2.1 in Chapter 2, and was first published in [12]. We call it Algorithm BB1.

Instead of using Legendre’s relation, Algorithm BB1 uses the identity

K (k)Dk K (k)
∣∣
k=1/

√
2 = π√

2
,

where Dk denotes differentiation with respect to k.
Using the connection between K (k ′) and the AGM, the Borweins [14, (2.4.7)]

prove that

π = 23/2
(AGM(1, k ′))3

Dk AGM(1, k ′)

∣∣∣∣
k=1/

√
2

.

An algorithm for approximating the derivative in this formula can be obtained by
differentiating the AGM iteration symbolically. Details are given in [14].

We now present Algorithm BB1. Note that the algorithm given in [14] defines
the upper bound πn := πn−1(xn + 1)/(yn + 1) and omits the lower bound πn , but
πn can be obtained from [14, ex. 2.5.11]. We present a version that computes upper
(πn) and lower (πn) bounds for comparison with Algorithm GL.

Algorithm BB1
Input: The number of iterations nmax .
Output: A sequence of nmax intervals containing π .

x0 := √
2;

output (π0 := x0, π0 := x0 + 2).

y1 := x0
1/2; x1 := 1

2 (x1/2
0 + x−1/2

0 );
for n from 1 to nmax − 1 do

πn := 2πn−1

yn + 1
; πn := πn

(
xn + 1

2

)
;

output (πn, πn);
if n < nmax − 1 then

xn+1 := 1
2 (x1/2

n + x−1/2
n ); yn+1 := yn x1/2

n + x−1/2
n

yn + 1
.

It may be shown that πn decreases monotonically to the limit π , and πn increases
monotonically to π . Moreover, πn − πn decreases quadratically to zero. This is
illustrated in Table 3.

http://dx.doi.org/10.1007/978-3-030-36568-4_2
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Table 3 Convergence of algorithm BB1

n πn πn

0 1.414213562373095048801689 < π < 3.414213562373095048801689
1 3.119132528827772757303373 < π < 3.142606753941622600790720
2 3.141548837729436193482357 < π < 3.141592660966044230497752
3 3.141592653436966609787790 < π < 3.141592653589793238645774
4 3.141592653589793238460785 < π < 3.141592653589793238462643

It is not immediately obvious that AlgorithmBB1 depends on theAGM.However,
the AGM is present in Legendre form: if a0 := 1, b0 := k ′ = 1/

√
2, and we perform

n steps of the AGM iteration to define an, bn , then xn = an/bn and, for n ≥ 1, yn =
Dkbn/Dkan .

Comparing Tables 1 and 3, we see that Algorithm BB1 gives better upper bounds,
but worse lower bounds, than Algorithm GL, for the same value of n (i.e. same
number of square roots).

As for Algorithm GL, we can express the error after n iterations of Algorithm
BB1 using theta functions, and deduce the asymptotic behaviour of the error.

Consider the AGM iteration with a0 = 1, b0 = k ′ = (1 − k2)1/2. Then an and bn

are functions of k. In Pi and the AGM it is shown that, for n ≥ 1,

πn−1 = (
23/2b2

nan/Dkan
) |k=1/

√
2 . (23)

Now an and bn are given by (13) with q = e−π . We differentiate an with respect to k,
where k = (1 − b2

0)
1/2 = θ2

2 (q)/θ2
3 (q). This gives

Dkan = Dq

(
θ2
3 (q

2n
)

θ2
3 (q)

)/
Dq

(
θ2
2 (q)

θ2
3 (q)

) ∣∣∣∣
q=e−π

. (24)

We remark that (24) gives Dka0 = 0, as expected since a0 is independent of k.
Thanks to the analyticity of the theta functions in |q| < 1, there is no difficulty in

showing that6

lim
n→∞Dkan = Dk lim

n→∞ an .

We denote the common value by Dka∞. Taking the limit in (23), we obtain (as also
follows from [14, (2.4.7)]):

Dka∞ = 23/2a3∞
π

= 0.547486 . . . (25)

6Similarly, where we exchange the order of taking derivatives and limits elsewhere in this section,
it is easy to justify.
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Table 4 Numerical values of upper and lower bounds for algorithm BB1

n πn − π
πn − π

2n+4π2q2n+1 π − πn
π − πn

4πq2n

1 1.01e-3 0.9896487063 2.25e-2 0.9570949132

2 7.38e-9 0.9948470082 4.38e-5 0.9998316841

3 1.83e-19 0.9974691480 1.53e-10 0.9999999988

4 5.47e-41 0.9987456847 1.86e-21 1.0000000000

5 2.41e-84 0.9993755837 2.75e-43 1.0000000000

6 2.31e-171 0.9996884727 6.01e-87 1.0000000000

7 1.06e-345 0.9998444059 2.88e-174 1.0000000000

8 1.11e-694 0.9999222453 6.59e-349 1.0000000000

Now an − a∞ =
∞∑

m=n+1

cm, and differentiating both sides with respect to k gives

Dkan − Dka∞ =
∞∑

m=n+1

Dq

(
θ2
2 (q

2m
)

θ2
3 (q)

)/
Dq

(
θ2
2 (q)

θ2
3 (q)

) ∣∣∣∣
q=e−π

. (26)

We remark that (26) is analogous to (18), which we used in the analysis of Algo-
rithm GL. Using (23)–(26), we obtain an upper bound on π (for n ≥ 1, q = e−π )

0 < πn − π < 2n+4π2q2n+1
. (27)

A slightly weaker bound than (27) is proved in [14, §2.5].
Similarly, we can obtain a lower bound on π :

0 < π − πn < 4πq2n
. (28)

We omit detailed proofs of (27) and (28); they involve straightforward but tedious
expansions of power series in q. Experimental evidence is provided in Table 4.

Table 4 gives numerical values of the approximation errors πn − π and π − πn ,
and the ratio of these values to the bounds (27) and (28), respectively. It can be
seen that the bounds are very accurate (as expected from the expressions for the
errors in terms of theta functions and the rapid convergence of the series for the theta
functions). The upper bound overestimates the error by a factor of 1 + O(2−n). A
computation shows that we cannot replace the bound by the function L(n) defined
in (20), although a similar bound appears to be valid if the constant 8π in (20) is
replaced by a slightly smaller constant, e.g. 7π .

The bounds (27)–(28) can be comparedwith the lower bound (2n+4π2 − 8π)q2n+1

and upper bound 8πq2n
for Algorithm GL. The upper bound is better for Algorithm
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BB1, but the lower bound is better for Algorithm GL. This confirms the observation
above regarding the comparison of Tables 1 and 3.

Since it will be needed in Sect. 5, we state another quadratic algorithm, Algorithm
BB2, different from Algorithm BB1 but also due to Jon and Peter Borwein (iteration
5.2 on page 170 of [14] with the parameter r = 4).

Algorithm BB2
Input: The number of iterations nmax .
Output: A sequence of nmax approximations to π .

α0 := 6 − 4
√
2; k0 := 3 − 2

√
2;

for n from 0 to nmax − 1 do

output π̂n := 1/αn ;
if n < nmax − 1 then

k ′
n :=

√
1 − k2

n; kn+1 := 1 − k ′
n

1 + k ′
n

;
αn+1 := (1 + kn+1)

2αn − 2n+2kn+1 .

In Algorithm BB2, we have π̂n → π quadratically [14, pg. 170]. We remark that
it would be clearer to increase (by one) the subscripts on the variables in Algo-
rithm BB2, so as to correspond to the usage in Algorithm GL, which implicitly has
k ′
0 = b0/a0 = 1/

√
2 and k1 = (1 − k ′

0)/(1 + k ′
0) = 3 − 2

√
2, but we have kept the

notation used in [14].
The Borwein brothers did not stop at quadratic (second-order) algorithms forπ . In

Chapter 5 of Pi and the AGM they gave algorithms of orders 3, 4, 5 and 7. Of course,
these algorithms are not necessarily faster than the quadratic algorithms, because we
must take into account the amount of work per iteration. For a fair comparison, we
can use Ostrowski’s efficiency index [39, §3.11], defined as log(p)/W , where p > 1
is the order of convergence and W is the work per iteration. A justification of this
measure of efficiency is given in [17]. Consider a simple example—if we combine
three iterations of Algorithm BB2 into one iteration of a new algorithm, then we
obtain an algorithm of order 8, but with three times as much work per iteration. The
efficiency index is the same in both cases, as it should be.

We refer to [14, Chapter 5] for the Borweins’ cubic, quintic and higher order
algorithms, and consider only their quartic algorithm, which we call Algorithm BB4.
It is a specialisation to the case r = 4 of the slightly more general algorithm given in
[14, iteration 5.3, pg. 170]. The same special case is given in [15,Algorithm1] and has
been used in extensive calculations of π , see for example [4, 33]. We have changed
notation slightly (an �→ zn) to avoid conflict with the notation used in AlgorithmGL.

http://dx.doi.org/10.1007/978-3-030-36568-4_5
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Algorithm BB4
Input: The number of iterations nmax .
Output: A sequence of nmax approximations to π .

y0 := √
2 − 1; z0 := 2y20 ;

for n from 0 to nmax − 1 do

output πn := 1/zn ;
if n < nmax − 1 then

yn+1 := 1 − (1 − y4n)1/4

1 + (1 − y4n)1/4
;

zn+1 := zn(1 + yn+1)
4 − 22n+3yn+1(1 + yn+1 + y2n+1).

In Algorithm BB4, πn converges quartically to π . A sharp error bound is

0 < π − πn < π2 4n+2 exp(−2π 4n). (29)

This improves by a factor of two on the error bound given in [14, top of pg. 171].
We defer the proof until Sect. 5.

Table 5 shows the errorπ − πn after n iterations of the Borwein quartic algorithm,
and the ratio of the error π − πn to the upper bound (29).

At this point the reader may well ask “which of Algorithms GL, BB1, BB2 and
BB4 is the fastest?” The answer seems to depend on implementation details. All four
algorithms involve the same number of square roots to obtain comparable accuracy
(counting a fourth root in Algorithm BB4 as equivalent to two square roots, which
is not necessarily correct7). Algorithm GL has the advantage that high-precision
divisions are only required when generating the output (so the early divisions can be
skipped if intermediate output is not required). The other three algorithms require
at least one division per iteration. Borwein, Borwein and Bailey [15, pg. 202] say
“[Algorithm BB4] is arguably the most efficient algorithm currently known for the
extendedprecision calculation ofπ ,” and the times given inBailey’s paper [4, pg. 289]
confirm this (28 hours for Algorithm BB4 versus 40 hours for Algorithm BB1).
However, Kanada [33], who extended Bailey’s computation, reached the opposite
conclusion. His computation took 5 hours 57 minutes with Algorithm GL, and 7
hours 30 minutes with Algorithm BB4 (which was used for verification).

7For example, one might compute x1/4 using two inverse square roots, i.e. (x−1/2)−1/2, which is
possibly faster than two square roots, i.e. (x1/2)1/2, see [23, §4.2.3].
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Table 5 Approximation error in algorithm BB4

n π − πn
π − πn

bound (29)
0 2.273790912e-1 0.7710517124

1 7.376250956e-9 0.9602112619

2 5.472109145e-41 0.9900528160

3 2.308580715e-171 0.9975132040

4 1.110954934e-694 0.9993783010

5 9.244416653e-2790 0.9998445753

6 6.913088685e-11172 0.9999611438

7 3.376546688e-44702 0.9999902860

8 3.002256862e-178825 0.9999975715

5 Equivalence of Some Algorithms for π

In the following, doubling an algorithm A means to construct an algorithm A2 that
outputs (x0, x2, x4, . . .) if algorithm A outputs (x0, x1, x2, . . .). Replacing n by 2n
in (20) and retaining only the most significant term, we see that an error bound for
Algorithm GL1 doubled is

0 < π − a2
2n+1/s2n < π2 4n+2 exp(−2π 4n).

It is suggestive that the right-hand side is the same as in the error bound (29) for the
Borwein quartic algorithm after n iterations.

On closer inspection we find that the two algorithms (GL1 doubled and BB4) are
equivalent, in the sense that they give exactly the same sequence of approximations
to π . Symbolically,

πn = a2
2n+1/s2n, (30)

where an, sn are as in AlgorithmGL, andπn is as in AlgorithmBB4. This observation
appears to be new—it is not stated explicitly in Pi and the AGM or elsewhere, so far
as we know.8

Before proving the result, we give some empirical evidence for it, since that is how
the result was discovered—in the spirit of “Experimental Mathematics,” as beloved
by Jon Borwein. In Table 6, n + 1 is the number of square roots, and the second
column is the error in the approximation given by Algorithm GL1 after n iterations,
or by the Algorithm BB4 after n/2 iterations (n even). The error is the same for both
algorithms (verified to 1000 decimal digits, not all shown).

8For example, the equivalence is not mentioned in [4], [15], [29], [30] or [33].



The Borwein Brothers, Pi and the AGM 339

Table 6 Approximation error for algorithms GL1 doubled and BB4

n π − a2
2n+1/s2n (for Algorithm GL1) or π − πn (for Algorithm BB4)

0 2.2737909121669818966095465906980480562749752399816e-1

2 7.3762509563132989512968071098827321760295030264154e-9

4 5.4721091456899418327485331789641785565936917028248e-41

6 2.3085807149343902668213207343869568303303472423996e-171

8 1.1109549335576998257002904117322306941479378545140e-694

Using the definitions of the two algorithms, equality for the first line of the table
(n = 0) follows from

a2
1/s0 = π0 = 3

2 + √
2 = π − 0.227 . . .

For the second line (n = 2) we have, with t := 2−1/4,

a3 = (t2 + 2t + 1 + 2
√
2t3 + 2t)

8
and s2 = 8t3 − 4t2 + 8t − 5

16
,

so
a2
3

s2
= (t2 + 2t + 1 + 2

√
2t3 + 2t)2

4(8t3 − 4t2 + 8t − 5)
. (31)

Also, from the definition of Algorithm BB4 we find, with

y1 = 1 − (12
√
2 − 16)1/4

1 + (12
√
2 − 16)1/4

,

that

π1 = 1

(6 − 4
√
2)(1 + y1)4 − 8y1 − 8y21 − 8y31

. (32)

It is not obvious that the algebraic numbers given by (31) and (32) are identical, but
it can be verified that they both have minimal polynomial

P(x) :=1 − 1635840576x − 343853312x2 + 60576043008x3

+ 1865242664960x4 − 16779556159488x5 + 37529045696512x6

− 29726424956928x7 + 6181548457984x8.

Using Sturm sequences [45], it may be shown that P(x) has two real roots, one
in the interval [0, 1], and the other in [3, 4]. A numerical computation shows that
|a2

3/s2 − π1| < 1, but both a2
3/s2 and π1 are real roots of P(x), so theymust be equal.

Clearly this “brute force” approach does not generalise. To prove the equivalence
of Algorithms BB4 and GL1, we first consider the equivalence of Algorithms BB2
and GL1.
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Theorem 1 Algorithm BB2 is equivalent to Algorithm GL1, in the sense that

π̂n = a2
n+1/sn,

where π̂n = 1/αn is as in Algorithm BB2, and an+1, sn are as in Algorithm GL.

Proof In the proof we take n ≥ 0, q = e−π , and assume that an, bn, cn+1, sn are
defined as in Algorithm GL, and kn, αn, π̂n are as in Algorithm BB2.

Algorithm GL implements the recurrence

sn+1 = sn − 2nc2n+1, (33)

whereas Algorithm BB2 implements the recurrence

αn+1 = (1 + kn+1)
2αn − 2n+2kn+1. (34)

We show that the recurrences (33)–(34) are related. Noting the remark on subscripts
following the statement of Algorithm BB2, we see that kn = cn+1/an+1, since both
sides equal θ2

2 (q
2n+1

)/θ2
3 (q2n+1

). Thus

1 + kn+1 = an+1/an+2. (35)

Define βn := a2
n+1αn and γn := a2

n+2kn+1. Substituting (35) into (34) and clearing
the fractions gives

βn+1 = βn − 2n+2γn. (36)

Now
4γn = 4a2

n+2kn+1 = 4an+2cn+2 = θ4
2 (q

2n+2
)/θ4

3 (q) = c2n+1,

so (36) is equivalent to
βn+1 = βn − 2nc2n+1. (37)

This is essentially the same recurrence as (33). Also, s0 = 1/4 and β0 = a2
1α0 = 1/4,

so s0 = β0. It follows that sn = βn for all n ≥ 0. Thus sn = a2
n+1αn , and

π̂n = 1/αn = a2
n+1/sn,

which completes the proof. �

Corollary 1 Algorithm BB4 is equivalent to Algorithm GL1 doubled, in the sense
that

πn = a2
2n+1/s2n,

where πn is as in Algorithm BB4, and an, sn are as in Algorithm GL.
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Proof The Borwein brothers noted [14, pg. 171] that Algorithm BB4 is equiv-
alent to Algorithm BB2 doubled,9 i.e. πn = π̂2n . Thus, the result follows from
Theorem 1. �

Corollary 2 For Algorithm BB4, the error bound (29) holds.

Proof In view of Corollary 1, the error bound (29) follows from (30) and the error
bound (20) for Algorithm GL. �

6 Some Fast (but Linear) Algorithms for π

Let (x)n := x(x + 1) · · · (x + n − 1) denote the ascending factorial. In Chapter 5
of Pi and the AGM, Jon and Peter Borwein discuss Ramanujan–Sato series such as

1

π
= 23/2

∞∑

n=0

( 14 )n(
1
2 )n(

3
4 )n

(n!)3
(1103 + 26390n)

994n+2
.

This is linearly convergent, with rate 1/994, so adds nearly eight decimal digits per
term, since 994 ≈ 108.

A more extreme example is the Chudnovsky series [24]

1

π
= 12

∞∑

n=0

(−1)n (6n)! (13591409 + 545140134n)

(3n)! (n!)3 6403203n+3/2
, (38)

which adds about 14 decimal digits per term.
Although such series converge only linearly, their convergence is so fast that they

are competitive with higher order algorithms such as Algorithm GL for comput-
ing highly accurate approximations to π . Which algorithm is the fastest in practice
depends on details of the implementation and on technological factors such as mem-
ory sizes and access times.

7 Fast Algorithms for the Elementary Functions

In this section, we consider the bit-complexity of algorithms. The bit-complexity of
an algorithm is the (worst case) number of single-bit operations required to complete
the algorithm. For a fuller discussion, see Chapter 6 of Pi and the AGM. We are
interested in asymptotic results, so are usually willing to ignore constant factors.

9In fact, this is how Algorithm BB4 was discovered, by doubling Algorithm BB2 and then making
some straightforward program optimisations.

http://dx.doi.org/10.1007/978-3-030-36568-4_5
http://dx.doi.org/10.1007/978-3-030-36568-4_6
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If all operations are performed to (approximately) the same precision, then it
makes sense to count operations such as multiplications, divisions and square roots.
Algorithms based on the AGM fall into this category.

If the precision of the operations varies widely, then bit-complexity is a more
sensible measure of complexity. An example is Newton’s method, which is self-
correcting, so can be started with low precision. Another example is summing a
series with rational terms, such as e = ∑∞

k=0 1/k!.
The bit-complexity of multiplying two n-bit numbers to obtain a 2n-bit product

is denoted by M(n). The classical algorithm shows that M(n) = O(n2), but various
asymptotically faster algorithms exist. The best result so far, due to Harvey, van der
Hoeven and Lecerf [31], is

M(n) = O
(

n log n K log∗n
)

with K = 8. Here the iterated logarithm function log∗n is defined by

log∗n :=
{
0 if n ≤ 1;
1 + log∗(log n) if n > 1.

It is unbounded but grows extremely slowly as n → ∞, e.g. slower than

log log · · · log n [for any fixed number of logs].

Added in proof (December 2019): Harvey and van der Hoeven have recently
announced that M(n) = O(n log n).

We follow Pi and the AGM and assume that M(n) is non-decreasing and satisfies
the weak regularity condition

2M(n) ≤ M(2n) ≤ 4M(n).

Newton’s method can be used to compute reciprocals and square roots with bit-
complexity

O
(
M(n) + M(�n/2�) + M

(⌈
n/22

⌉) + · · · + M(1)
) = O(M(n)).

It can be shown that the bit-complexities of squaring, multiplication, reciprocation,
division and root extraction are asymptotically the same, up to small constant fac-
tors [19]. All these operations have bit-complexity of order M(n).

To compute π to n digits (binary or decimal) by the arctan formula (1), or to
compute 1/π by the Chudnovsky series (38), we have to sum of order n terms.
Using divide and conquer, also called binary splitting [19, 28],10 this can be done
with bit-complexity

10Somewhat more general, but based on the same idea, is E. Karatsuba’s FEE method [34].
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O(M(n) log2 n).

Suppose we compute π to n-digit accuracy using one of the quadratically convergent
AGMalgorithms. This requires O(log n) iterations, each ofwhich has bit-complexity
O(M(n)). Thus, the overall bit-complexity is

O(M(n) log n).

This is (theoretically) better than series summation methods, the best of which have
bit-complexity of order M(n) log2 n.

In practice, a method with bit-complexity of order M(n) log2n may be faster
than a method with bit-complexity of order M(n) log n unless n is sufficiently large.
This is one reason for the recent popularity of the Chudnovsky series (38) for high-
precision computation of π , even though the AGM-based methods are theoretically
(i.e. asymptotically) more efficient.

In Sect. 3, we mentioned Salamin’s algorithm for computing log x for sufficiently
large x = 4/k, i.e. sufficiently small k, using (9). We can evaluate K ′(k)/π using
the AGM with (a0, b0) = (1, k), and hence approximate log(4/k), assuming that π
is precomputed. To compute log x to n-bit accuracy requires about 2 log2(n) AGM
iterations, or 3 log2(n) iterations if we count the computation of π .

If x is not sufficiently large, we can use the identity log(x) = log(2px) − p log 2,
where p is a sufficiently large integer (but not too large or excessive cancellation will
occur). This assumes that log 2 is precomputed, and that the precision is increased
to compensate for cancellation.

To obtain a small relative error when x is close to 1, say |x − 1| < 2−n/ log n , it
is better to use the Taylor series for log(1 + z), with z = x − 1. The Taylor series
computation can be accelerated by “splitting,” see [23, §4.4.3] and [44],

The O(k2) error term in the expression (9) can be written explicitly using hyper-
geometric series, see [14, (1.3.10)]. This gives one way of improving the accuracy of
the approximation K ′(k) to log(4/k). We give an alternative using theta functions,
for which the series converge faster than the hypergeometric series (which converge
only linearly). The result (39) follows from several identities given in Sect. 2. We
collect them here for convenience:

log(1/q) = π K ′(k)/K (k),

k = θ2
2 (q)/θ2

3 (q),

K (k) = (π/2) θ2
3 (q),

K ′(k) = (π/2)/AGM(1, k).
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Putting these pieces together gives the elegant result of Sasaki and Kanada [43]

log(1/q) = π

AGM(θ2
2 (q), θ2

3 (q))
. (39)

In (39) we can replace q by q4 to avoid fractional powers of q in the expansion of
θ2(q), obtaining an exact formula for all q ∈ (0, 1):

log(1/q) = π/4

AGM(θ2
2 (q

4), θ2
3 (q4))

. (40)

As in Salamin’s algorithm, we have to ensure that x := 1/q is sufficiently large,
but now there is a trade-off between increasing x or taking more terms in the series
defining the theta functions. For example, to attain n-bit accuracy, if x > 2n/36,we can
use θ2(q4) = 2(q + q9 + q25 + O(q49)) and θ3(q4) = 1 + 2(q4 + q16 + O(q36)).
This saves about four AGM iterations, compared to Salamin’s algorithm. We remark
that a result similar to (39) and (40) is given in (7.2.5) of Pi and the AGM, but with
an unfortunate typo (a reciprocal is missing).

So far we have assumed that the initial values a0, b0 in the AGM iteration are
real and positive. There is no difficulty in extending the results that we have used
to complex a0, b0, provided that they are nonzero and a0/b0 is not both real and
negative. For simplicity, we assume that a0, b0 ∈ H = {z | �(z) > 0}.

In the AGM iteration (and in the definition of the geometric mean) there is an
ambiguity of sign. We always choose the square root with positive real part. Thus
the iterates an, bn are uniquely defined and remain in the right half-plane H.

When using (40), we may need to apply a rotation to q, say by a multiple of π/3,
in order to ensure that the starting values (θ2

2 (q
4), θ2

3 (q4)) for the AGM lie in H.11

For z ∈ C\{0}, log(z) = log(|z|) + i arg(z), provided we use the principal values
of the logarithms. Thus, if x ∈ R, we can use the complex AGM to compute

arctan(x) = 
(log(1 + i x)).

arcsin(x), arccos(x), etc can be computed via arctan using elementary trigonometric
identities such as

arccos(x) = arctan(
√
1 − x2/x).

Since we can compute log, arctan, arccos, arcsin, we can compute exp, tan, cos, sin
(in suitably restricted domains) using Newton’s method. The trigonometric functions
can also be computed via the complex exponential. Similarly for the hyperbolic
functions cosh, sinh, tanh and their inverse functions.

11Alternatively,we could drop the simplifying assumption that a0, b0 ∈ H and use the “right choice”
of Cox [25, pg. 284] to implement the AGM correctly.
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Although computing the elementary functions via the complex AGM is conceptu-
ally straightforward, it introduces the overhead of complex arithmetic. It is possible
to avoid complex arithmetic by the use of Landen transformations (which transform
incomplete elliptic integrals). See exercise 7.3.2 of Pi and the AGM for an outline
of this approach, and [20] for more details.

Whichever approach is used, the bit-complexity of computing n-bit approxi-
mations to any of the elementary functions (log, exp, arctan, sin, cos, tan, etc) in
a given compact set A ⊂ C that excludes singularities of the relevant function is
O(M(n) log n). Here “n-bit approximation” means with absolute error bounded
by 2−n . We could require relative error bounded by 2−n , but the proof would depend
onaDiophantine approximation result such asMahler’swell-known result on approx-
imation of π by rationals [38], because of the difficulty of guaranteeing a small
relative error in the neighbourhood of a zero of the function.12

Certain non-elementary functions can be computed with bit-complexity
O(M(n) log n) via the AGM. For example, we mention complete and incomplete
elliptic integrals, elliptic functions, and the Jacobi theta functions θ2(q), θ3(q), θ4(q).
Functions that appear not to be in this class of “easily computable” functions include
the Gamma function �(z) and the Riemann zeta function ζ(s).

Algebraic functions canbe computedwith bit-complexity O(M(n)), see for exam-
ple [14, Thm. 6.4]. It is plausible to conjecture that no elementary transcendental
functions can be computed with bit-complexity O(M(n)) (or even o(M(n) log n)).
However, as usual in complexity theory, nontrivial lower bounds are difficult to prove
and depend on the precise model of computation.
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The Road to Quantum Computational
Supremacy

Cristian S. Calude and Elena Calude

This paper is dedicated to the memory of Jon Borwein
(1951–2016) whose broad mathematical interests included also
quantum computing.

A hyper-fast quantum computer is the digital equivalent of a nuclear bomb; whoever pos-
sesses one will be able to shred any encryption and break any code in existence.1 [50]

1 Fairy Tales or More Cautionary Tales?

Following the development of Shor’s quantum algorithm [81] in 1994 and Grover’s
quantum algorithm [44] two years later, quantum computing was seen as a bright
beacon in computer science, which led to a surge of theoretical and experimental
results. The field captured the interest and imagination of the large public and media,
and not surprisingly, unfounded claims about the power of quantum computing and
its applications proliferated.

A certain degree of pessimism began to infiltrate when experimental groups floun-
dered while attempting to control more than a handful of qubits. Recently, a broad
wave of ambitious industry-led research programmes in quantumcomputing—driven

1A typical example of incorrect, largely spread, myth quoted from a recent mystery novel.
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by D-Wave Systems,2 the tech giants Google, IBM, Microsoft, Intel and start-ups
like Rigetti Computing and Quantum Circuits Incorporated—has emerged3 and bold
claims about a future revolutionised by quantum computing are resurfacing.

Governments are also involved: phase 1 (2015–2019) £330 million of the UK
government programme on quantum technologies [89] is rolling and the European
Commission has announced a e1 billion initiative in quantum technology [39]. The
European flagship quantum programme, whose explicit goal is to stimulate a “second
quantum revolution”, aims to “build a universal quantum computer able to demon-
strate the resolution of a problem that, with current techniques on a supercomputer,
would take longer than the age of the universe” by 2035, [78]; see also Figure 1.

Undoubtedly, these programmes are extremely beneficial to the development of
various quantum technologies, but are the claims about the future of quantum com-
puting realistic? “We tend to be too optimistic about the short run, too pessimistic
about the long run”, said recently Preskill [73]; see also [8, 85].

2 Quantum Algorithmics

First and foremost, quantum computing cannot compute all partial functions a uni-
versal Turing machine can calculate because only total functions can be computed
by quantum circuits [13]. Consequently, quantum computing potential advantages
could come only from faster than classical computations.

While Shor’s algorithm, Deutsch–Jozsa algorithm and various others in the
“black-box” paradigm4 are believed to provide an exponential speed-up over classi-
cal computers, this is far from the case in general. We said “believed” because the
superiority of Shor’s quantum algorithm over classical ones is still an open problem
and various techniques allowing efficient classical simulation of quantum algorithms
have been successfully developed [6, 26, 43] even for some “black-box” quantum
ones [5, 28, 51, 52].

In fact, since the introduction of Shor’s and Grover’s algorithms some twenty
years ago, the development within the field of quantum algorithmics has been rather
slow—see [76] for a global picture—and many of them are novel uses of a handful
of core quantum algorithms. So, why are there so few quantum algorithms that offer
speed-up over classical algorithms? Althoughwrittenmore than a decade ago, Shor’s
article [82] is still actual:

2The company’s relatively steady progress in producing and selling the first series of D-Wave
quantum computers has gone from 28 qubits in 2007 to more than 2,000 in their 2000QTM System
machine [35]. In September 2019, the 5,000-qubit D-Wave machine called “Advantage” has been
delivered to the Los Alamos National Laboratory [90].
3Of course, the industry work is based and has continued the academic efforts, sometimes using
successful experimentalists from academia, like Google does.
4Where access to a quantum black-box or “oracle” with certain structural properties is assumed.
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The first possible reason is that quantum computers operate in a manner so different from
classical computers that our techniques for designing algorithms and our intuitions for under-
standing the process of computation no longer work. The second reason is that there really
might be relatively few problems for which quantum computers can offer a substantial
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speed-up over classical computers, and we may have already discovered many or all of the
important techniques for constructing quantum algorithms.

Best quantum algorithms typically provide a quadratic or low-order polynomial
speed-up [42]. Furthermore, there are pointers [1, 20] suggesting that quantum
computers cannot offer more than a (perhaps small) polynomial advantage for
NP-complete problems,5 and such a speed-up would struggle to compete with the
heuristic approaches commonly used to solve them in practice. However, even a
polynomial-order speed-up could be of significant benefit for problems requiring
exact solutions or for problems that can classically be solved in sub-exponential
time, like the graph isomorphism problem (see [31]).

Grover’s quantum algorithm [44] is an interesting example: access to an unsorted
quantum database that can be queried with a quantum input is given, and asked if it
contains a specific entry. Grover’s algorithm offers a provable speed-up. However,
the speed-up is not exponential and, more importantly, the problem it solves is far
from being realistic: the cost of constructing the quantum database could negate any
advantage of the algorithm, and inmany classical scenarios one could domuch better
by simply creating (and maintaining) an ordered database. Using Grover’s algorithm
as a subroutine for solving problems in image processing ismore efficient because the
cost of preparing the quantum“database” canbe spreadout over several calls [59]; this
strategy motivated a new hybrid quantum-classical paradigm for embedded quantum
annealing algorithms [9]. Other applications are discussed in [66].

Quantum simulation, quantum-assisted optimisation and quantum sampling are
believed to offer near-term quantum solutions to hard problems that may lead even
to commercialisation [65].

3 What Is Quantum Computational Supremacy?

The quantum computational advantage for simulating quantum systems was first
stated by Feynman in 1982, in one of the pioneering papers in quantum comput-
ing [41] (the other one was Manin [62]). What is the justification of Feynman’s
insight? According to the data processing inequality [16, 34], (classical) post-
processing cannot increase information. This suggests that to run an accurate classical
simulation of a quantum system one must know a lot about the system before the
simulation is started [12]. Manin [62] and Feynman [41] have argued that a quan-
tum computer might not need to have so much knowledge. This line of reasoning
seemingly inspired Deutsch [37] to state

The postulate of quantum computation: Computational devices based on quantum
mechanics will be computationally superior compared to digital computers.

5Perhaps the most important class of “difficult computational problems” such as the well-known
travelling salesman problem, which have applications in almost every area of science and beyond,
from planning and logistics to microchip manufacturing.
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A spectacular support for this postulate came from Shor’s 1994 polynomial factoring
quantum algorithm [81] in spite of the fact that the problem whether factoring is in
P was, and still is, open. The belief that factoring integers is computationally hard6

is essential for much of modern cryptography and computing security. In 2002,
Hemaspaandra, Hemaspaandra and Zimand [48], improving results in [21, 83],
showed that there are tasks on which polynomial-time quantum machines are
exponentially faster almost everywhere than any classical—even bounded-error
probabilistic—machine.

In 2011, the syntagm “quantum supremacy” was coined and discussed7 by
J. Preskill in his Rapporteur talk “Quantum Entanglement and Quantum Com-
puting” [72] at the 25th Solvay Conference on Physics (Brussels, Belgium, 19–22
October 2011):

We therefore hope to hasten the onset of the era of quantum supremacy, when we will be
able to perform tasks with controlled quantum systems going beyond what can be achieved
with ordinary digital computers.

Recently, quantum supremacy was described in [22] as follows:

Quantum supremacy is achieved when a formal computational task is performed with an
existing quantum device which cannot be performed using any known algorithm running on
an existing classical supercomputer in a reasonable amount of time.

Note the imprecision in the above formulation: the comparison is made with “any
known algorithm running on an existing classical supercomputer” and the classical
computation takes “a reasonable amount of time”. Can this imprecision be decreased
or, even better, eliminated? Just as there is no current proof that P �= NP—one of the
important open problems in classical complexity theory—there is no mathematical
proof for the Postulate of quantum computation; in fact, the Postulate is not amenable
to a proof. The hypothesis P �= NP can be used for deriving useful results; similarly,
adopting assumptions in terms of both quantum physics and classical complexity
theory—which can be justified heuristically or experimentally—can lead to precise
statements which can be proved or disproved. The following two assumptions

The postulate of noise: Quantum systems are inherently noisy.

The Extended Church–Turing Thesis: A probabilistic Turing machine can efficiently sim-
ulate any realistic model of computation.

havebeenusedbyKalai [53] to challenge thePostulate of quantumcomputation.Here
“efficiently” means “with at most polynomial overhead”; the adjective “realistic” (or
“reasonable” as an alternative) refers to a “physically realisable in principle”. It

6For results pointing to the opposite assumption see [6, 19, 26, 43, 68].
7The use of the word “supremacy”—which denotes “the state or condition of being superior to all
others in authority”—was criticised in [91] because the syntagm “white supremacy” is associated
with the racial segregation and discrimination of the apartheid regime of South Africa. Proposals
like “quantum advantage” or “quantum superiority” have been discussed [77], but to date, none has
gained ground.
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is worth mentioning that these assumptions are themselves challengeable; see, for
example, [22] for the Extended Church–Turing Thesis.

A quantum computational supremacy experiment has to prove both a lower bound
and an upper bound. In Google’s proposed experiment—to be discussed in detail in
Section 6—the upper bound is given by a quantum algorithm running on a quantum
computer with 49 qubits8—a mathematical fact and an engineering artefact (the
construction of the quantum machine); the lower bound is necessary for proving that
no current classical computer can simulate the sampling in a reasonable time from
the output distributions of pseudo-random quantum circuits.

Upper bounds are positive results while lower bounds are negative. Upper bounds
are useful whenwewant to show that a problem can be solved by a “good” algorithm.
But if we want to argue that no algorithm solving a problem can be better than a
given one, or perhaps that some problem is so hard that we can’t possibly hope to
find a good solution to it, we need lower bounds.

In mathematics and theoretical computer science, it is well known that nega-
tive results are more difficult to prove than positive ones. In classical computability
theory, it is more difficult to prove incomputability than computability, and in com-
plexity theory lower, bounds are more difficult to prove than upper bounds [84]. The
superiority of Shor’s quantum algorithm [81] is a prime example. A methodology
for proving lower bounds in quantum computing is discussed in [45, pp. 144–149].
Sometimes unproved claims about the quantum superiority of a quantum algorithm
have been shown to be incorrect: an example is the superiority of Deutsch’s quantum
algorithm over any classical one, see [28, 37, 51].

Another issue is correctness: how dowe know that the quantum computer solution
is indeed correct—quantum computing is a probabilistic type of computation—if we
can’t check it with a reliably tested classical computer? For a promising approach
see [11, 25]. Meantime we note that even classical correctness is a very difficult
problem. The Ackermann A function [10] is a singular example: computing the
value of A(x, y) is prohibitively difficult because the function is computable but not
primitive recursive, but testing the predicate A(x, y) = z is very easy [27].

Finally, the discussion about quantum supremacy suggests a misleading compari-
son between classical and quantum computing. If a quantum computer can outdo any
classical computer on one problem we have quantum supremacy, even if classical
computers could be at least as good as quantum ones in solving many (most) other
problems.

Put it bluntly, quantum supremacy, if achieved, won’t make classical computing
obsolete. In fact, the hybrid approach combining quantum and classical computing,
briefly mentioned in Section 2, could be a good strategy in solving some (many)
difficult problems [9].

8A qubit is a 2-state quantum system. There are many ways to build qubits, hence not all qubits are
equal. The magic number 49 (or 50) refers to qubits in the quantum circuit model which are more
difficult to control than the qubits used by the D-Wave machine [29] (to embed a complete graph
of N vertices in D-Wave hardware Chimera graph we need approximately N 2 qubits, so 2,048
D-Wave qubits correspond to about fully connected 45 qubits) or the trapped atom qubits used by
specialised quantum simulators [18, 93].



The Road to Quantum Computational Supremacy 355

4 Criteria for Quantum Computational Supremacy

Harrow andMontanaro [46] have proposed a reasonable list of criteria for a quantum
supremacy experiment. According to them, we need to have:

1. a well-defined computational problem,
2. a quantum algorithm solving the problem which can run on a near-term hardware

capable of dealing with noise and imperfections,
3. an amount of computational resources (time/space) allowed to any classical com-

petitor,
4. a small number of well-justified complexity-theoretic assumptions, and
5. a verification method that can efficiently distinguish between the performances of

the quantum algorithm from any classical competitor using the allowed resources.

Large integer factoring is a typical problem for a quantum supremacy experiment.
Indeed, it is well defined, it has huge practical importance, there are efficient quan-
tum algorithms solving it (Shor’s algorithm and variants [19, 81]), the complexity-
theoretic assumption is that no classical algorithm can factor essentially faster than
the current ones and the solution is quickly verifiable. This seems an almost ideal
candidate, except for (a) the strong complexity-theoretic assumption [68] and (b) the
lack of a near-term hardware running such a quantum algorithm for sufficiently large
integers (say a 2,048-bit number), see [46]. A possible solution for (b) could be a
hybrid (quassical) approach [9].

Harrow and Montanaro [46] state that “we do not require that the computational
task9 is of practical interest”. This is a strong assumption in itself which is adequate
only for a foundational study.

Table 1 in [46], p. 205, lists seven plausible approaches to quantum computa-
tional supremacy: factoring, single photons passing through a linear-optical network
(boson sampling), quantum circuits onmany qubits and only a few layers of quantum
gates (low-depth circuits), random quantum circuits containing gates that either all
commute or do not commute (instantaneous quantum polynomial time, IQP), quan-
tum approximate optimisation algorithms (QAOA), quantum adiabatic optimisation
and quantum analogue simulation. These approaches are then evaluated according
to usefulness, assumption implying no classical simulation and difficulties to solve
on a quantum computer and to verify. Factoring is the only useful problem, simula-
tion is often useful, adiabatic optimisation could be useful and the remaining three
problems do not seem to be useful. Factoring is the hardest to solve on a quantum
computer, boson sampling, adiabatic optimisation and analogue simulation are easy
and the remaining three are moderately difficult. Only factoring is easy to verify. The
complexity-theoretic assumptions are generally very strong, assessing their plausi-
bility is a very difficult task and, generally, conclusions are rather controversial. A
detailed complexity-theoretic analysis of various possible quantum supremacy exper-
iments can be found in [4]. The papers [4, 46] are exceptionally singular in offering
balanced and more formal analyses.

9Their formulation for what we call a computational problem.
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5 Is the Quest for Quantum Computational Supremacy
Worthwhile?

Apart publicity and marketing, is the effort of demonstrating the quantum com-
putational supremacy justified? What are the (possible) benefits? Can the claim of
quantum computational supremacy be falsified?

Wewill start with the second question. Themain benefit could be foundational and
philosophical: a better understanding of the nature of quantummechanics through its
computational capabilities.10 Such a gain will boost the efforts of not only building
larger scale quantum computers but also, and, more importantly, developing new
and powerful algorithms for these machines possibly leading to solutions to impor-
tant practical problems. From this perspective, the answer to the first question is
affirmative.

Let us examine closer the foundational gain. A successful quantum supremacy
experiment could be a complement to Bell experiment: the latter refuted local hidden
models of quantum mechanics, while the former seems to invalidate the Extended
Church–Turing Thesis [92]. The paper [46] discusses the advantages of a success-
ful quantum supremacy experiment, even one that barely surpasses any classical
competitor, illustrated with hard-to-simulate classical systems like protein folding
or fluid dynamics. Here we suggest a different perspective which motivated the ten-
tative formulation above. The Extended Church–Turing Thesis—which incidentally
has nothing to do with either Church nor Turing—is a foundational principle of
classical complexity theory which ensures that the polynomial-time class P is well
defined.11 The Thesis places strong constraints, one of them being that the model
of computation is digital. For example, analogue computers are excluded because
they assume infinite arithmetic precision. Furthermore, it is known that an infinite
precision calculator with operations +, ×, =0?, can factor integers in polynomial
time (see [80, 87]).12 But, are quantum computers a “reasonable” model of com-
putation? Are quantum systems digital? At first glance quantum computers (and,
more generally, quantum systems) appear to be analogue devices, since a quantum
gate is described by a unitary transformation, specified by complex numbers; a more
in-depth analysis is still required.

What does it take to refute the claim of quantum computational supremacy? This
amounts to prove that any computation performed by any quantum computer can be
simulated by a classical machine in polynomial time, a weaker form of the Extended
Church–Turing Thesis. This statement cannot be proved for the same reasons the

10A beautiful result regarding the computational power of algorithmic random strings was proved
in [33]. This was used as a test of quality for quantum randomness in [30].
11The Thesis equating feasible computation with polynomial-time computation has significantly
less “evidence” than the Church–Turing Thesis; in fact, according to [36], it “lacks evidence”.
12Feynman’s 1982 intuition (Section 3) was substantiated in [61] by running a quantum analogue
emulation. The quantum version of analogue computers, continuous-variable quantum computers,
have been theoretically studied [54]; the model in [86] offers a universal gate set for both qubits
and continuous variables.
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Church–Turing Thesis cannot be proved: obviously, they may be disproved. The
paper [69] presents efficient classical boson sampling algorithms and a theoretical
analysis of the possibility of scaling boson sampling experiments; it concludes that
“near-term quantum supremacy via boson sampling is unlikely”.

6 Google Quantum Computational Supremacy

In the landscape of various proposals for quantum computational supremacy exper-
iments, Google’s approach is not only well documented, but had chances to be
completed really very soon [67]. The proposed experiment is not about solving a
problem: it is the computational task of sampling from the output distribution of
pseudo-random quantum circuits built from a universal gate set.13 This computa-
tional task is difficult because as the grid size increases, the memory needed to
store everything increases classically exponentially.14 The required memory for a
6 × 4 = 24-qubit grid is just 268 megabytes, less than the average smartphone, but
for a 6 × 7 = 42-qubit grid it jumps to 70 terabytes, roughly 10,000 times that of a
high-end PC. Google has used Edison, a supercomputer housed by the US National
Energy Research Scientific Computing Center and ranked 72 in the Top500 List [40],
to simulate the behaviour of the grid of 42 qubits. The classical simulation stopped at
this stage because going to the next size up was thought to be currently impossible:
a 48-qubit grid would require 2,252 petabytes of memory, almost double that of the
top supercomputer in the world. The path to quantum computational supremacy was
obvious: if Google could solve the problem with a 50-qubit quantum computer, it
would have beaten every other computer in existence.

The abstract of the main paper describing the theory behind the experiment [22]
reads15:

A critical question for the field of quantum computing in the near future is whether quantum
devices without error correction can perform a well-defined computational task beyond the
capabilities of state-of-the-art classical computers, achieving so-called quantum supremacy.
We study the task of sampling from the output distributions of (pseudo-)random quantum
circuits, a natural task for benchmarking quantum computers. Crucially, sampling this dis-
tribution classically requires a direct numerical simulation of the circuit, with computational
cost exponential in the number of qubits. This requirement is typical of chaotic systems. We
extend previous results in computational complexity to argue more formally that this sam-
pling task must take exponential time in a classical computer. We study the convergence to
the chaotic regime using extensive supercomputer simulations, modelling circuits with up
to 42 qubits—the largest quantum circuits simulated to date for a computational task that
approaches quantum supremacy.We argue that while chaotic states are extremely sensitive to
errors, quantum supremacy can be achieved in the near-term with approximately fifty super-
conducting qubits. We introduce cross entropy as a useful benchmark of quantum circuits
which approximates the circuit fidelity. We show that the cross entropy can be efficiently

13For another promising quantum simulation see [32].
14But, do we really need to store everything?
15Our emphasis.
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measured when circuit simulations are available. Beyond the classically tractable regime,
the cross entropy can be extrapolated and compared with theoretical estimates of circuit
fidelity to define a practical quantum supremacy test.

Google was on track to deliver before the end of the year. Alan Ho, an engineer in
Google’s quantum AI lab, revealed the company’s progress at a quantum computing
conference in Munich, Germany. According to [79]:

His team is currently working with a 20-qubit system that has a “two-qubit fidelity” of 99.5
per cent—a measure of how error-prone the processor is, with a higher rating equating to
fewer errors. For quantum supremacy, Google will need to build a 49-qubit system with a
two-qubit fidelity of at least 99.7 per cent. Ho is confident his team will deliver this system
by the end of this year.

Let us note that many, if not most, discussions about quantum computational
supremacy focus on the most exciting possibilities of quantum computers, namely,
the upper bound. What about the lower bound? The article [22] refers cautiously
to the lower bound in the abstract: “We extend previous results in computational
complexity to argue more formally that this sampling task must take exponential
time in a classical computer”. Indeed, they do not claim to have a proof for the lower
bound, just a “better formal argument”. Their argument is reinforced later in the
introduction:

State-of-the-art supercomputers cannot simulate universal random circuits of sufficient depth
in a 2D lattice of approximately 7 × 7 qubits with any known algorithm and significant
fidelity.

Does Google’s experiment satisfy the criteria discussed in Section 4? The problem
is well defined, albeit a simulation, not a computational problem,16 the quantum
algorithm solving the problem will run on a quantum computer—promised to be
built before the end of 201717—capable of dealing with noise and imperfections,
the classical competitor would be allowed a reasonable amount of computational
resources and there is a plausible verification. The weakest part comes from the
complexity-theoretic assumption [22]:

Memory assumption. Sampling this distribution classically requires a direct numerical
simulation of the circuit, with computational cost exponential in the number of qubits.

The assumption was corroborated by the statement:

Storing the state of a 46-qubit system takes nearly a petabyte of memory and is at the limit
of the most powerful computers. [67]

16One could argue that the task itself is rather uninteresting and without obvious applications.
Indeed, all the time nature is doing quantum “things” that we don’t know how to solve classically.
For example, the structure of atoms can in general only be determined experimentally, but nature
manages it with near-perfect fidelity. If Google achieved the goal—an undisputable big technical
feat—the meaning of the achieved “supremacy” could still be debatable.
17When pressed for an update, a spokesperson [for Google] recently said that ‘we hope to announce
results as soon as we can, but we’re going through all the detailed work to ensure we have a solid
result before we announce’. Reference [15], 24 January 2018. The goal was not reached as of 30
September 2019.



The Road to Quantum Computational Supremacy 359

7 IBM Challenge

The Memory assumption is crucial for the proposed lower bound, and, indeed, this
was confirmed very soon. The paper [71] proved that a supercomputer can simulate
sampling from random circuits with low depth (layers of gates) of up to 56 qubits.

With the current rate of progress in quantum computing technologies, 50-qubit systems will
soon become a reality. To assess, refine and advance the design and control of these devices,
one needs a means to test and evaluate their fidelity. This in turn requires the capability of
computing ideal quantum state amplitudes for devices of such sizes and larger. In this study,
we present a new approach for this task that significantly extends the boundaries of what can
be classically computed. We demonstrate our method by presenting results obtained from
a calculation of the complete set of output amplitudes of a universal random circuit with
depth 27 in a 2D lattice of 7 × 7 qubits. We further present results obtained by calculating
an arbitrarily selected slice of 237 amplitudes of a universal random circuit with depth 23
in a 2D lattice of 8 × 7 qubits. Such calculations were previously thought to be impossible
due to impracticable memory requirements. Using the methods presented in this paper, the
above simulations required 4.5 and 3.0 TB of memory, respectively, to store calculations,
which is well within the limits of existing classical computers.18

Better results have been quickly announced, see, for example, [23]. The limits of
classical simulation are not only unknown but hard to predict.

In spite of this, IBM has announced a prototype of a 50-qubit quantum computer,
stating that it “aims to demonstrate capabilities beyond today’s classical systems”
with quantum systems of this size [49].

8 Latest Developments

At 2018 Consumer Electronics Show in Las Vegas, Intel CEO Brian Krzanich
reported, “the successful design, fabrication and delivery of a 49-qubit supercon-
ducting quantum test chip” [56]. The 49-qubit superconducting quantum test chip is
called “TangleLake” after a chain of lakes inAlaska known for extreme cold tempera-
tures. At the event, MikeMayberry, managing director of Intel Labs said: “We expect
it will be five to seven years before the industry gets to tackling engineering-scale
problems, and it will likely require 1 million or more qubits to achieve commercial
relevance”. In [74] J. Preskill aptly said: “Quantum computers with 50-100 qubits
may be able to perform taskswhich surpass the capabilities of today’s classical digital
computers, but noise in quantum gates will limit the size of quantum circuits that can
be executed reliably. …Quantum technologists should continue to strive for more
accurate quantum gates and, eventually, fully fault-tolerant quantum computing”.
Jay Gambetta, from IBMThomas J. Watson Research Center believes that “a univer-
sal fault-tolerant quantum computer, which has to use logical qubits, is still a long
way off”, [15]. E. Tang (then an 18-year-old undergraduate student at UT Austin)
has recently proved [88] that classical computers can solve the “recommendation

18Our emphasis.
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problem”—given incomplete data on user preferences for products, can one quickly
and correctly predict which other products a user will prefer?—with performance
comparable to that of a quantum computer. Is this significant?Yes, because quantum
computer scientists had considered this problem to be one of the best examples of a
problem that quantum computers can solve exponentially faster than their classical
ones and the quantum solution in [55] was hailed as one of the first examples in quan-
tum machine learning and big data that would be unlikely to be done classically… In
October 2018, Bravyi, Gosset and Köning [24] have presented an argument—based
on non-locality—which suggests that a certain quantum algorithm requiring only
constant-depth quantum circuits can be a suitable candidate for showing quantum
computational supremacy.

9 Closing Remarks

Recall that the computational power of quantum computing is less than that of a
universal Turing machine [13], so quantum computing potential advantages could
come only from faster than classical computations.

Does the paper [71] destroy the quest for quantum computational supremacy? Is
there any incompatibility between the classical simulation reported in [71] and the
IBM statement cited at the end of Section 7? Tentatively we answer with no to both
questions. The following paragraph [2] is relevant:

This paper19 does not undercut the rationale for quantum supremacy experiments. The truth,
ironically, is almost the opposite: it being possible to simulate 49-qubit circuits using a
classical computer is a precondition for Google’s planned quantum supremacy experiment,
because it’s the only way we know to check such an experiment’s results! The goal, with
sampling-based quantum supremacy, was always to target the “sweet spot”, which we esti-
mated at around 50 qubits, where classical simulation is still possible, but it’s clearly orders
of magnitude more expensive than doing the experiment itself. If you like, the goal is to get
as far as you can up the mountain of exponentiality, conditioned on people still being able to
see you from the base. Why? Because you can. Because it’s there.20 Because it challenges
those who think quantum computing will never scale: explain this, punks! But there’s no
point unless you can verify the result.

Here are a few more lessons. The first is not to underestimate the importance of
mathematical modelling and proving (lower bounds, in particular). As the title of the
blog [2] says, “2n is exponential, but 250 is finite”, the difference between exponen-
tial and polynomial running times is asymptotic and in some concrete cases it is a
challenge to find finite evidence for the difference. Furthermore, proving that a prob-
lem is in P itself is not a guarantee that there is an algorithm in P that is practically
useful: primality has been known to be in P since 2002, but all known deterministic
algorithms are too slow in practice, so probabilistic tests of primality continue to be
used.

19That is, [71].
20“It is not the mountain we conquer but ourselves”, as Edmund Hillary aptly said.
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Second, the conversation on quantum computing, quantum cryptography and their
applications needs an infusion of modesty (if not humility), more technical under-
standing and clarity as well as less hype. Raising false expectations could be harmful
for the field.

Third, a trend in quantum computing is emerging: when a problem is solved effi-
ciently in quantum computing, it draws more attention and often produces better
classical alternatives than existed before. Some of the new efficient classical solu-
tions, see, for example, [5, 7, 28, 51, 52, 88], have been directly inspired by the
quantum work.

Finally, the race quantum versus classical is running so fast—a sample is given by
the references posted/published since October 2017, the month when the paper [71]
was posted—that by the time this paper is printed some results discussed here could
be obsolete. One fact is certain: as of 30 September 2019, the quantum computational
supremacy was not (yet?) demonstrated.

10 P.S. Quantum Desperation

Two21 important articles have been published in quantum computing on 23–24 Octo-
ber 2019. The first, written by a Google team and published in the prestigious journal
Nature [14], announces the experimental realisation of quantum supremacy with a
programmable machine with 53 qubits:

Our Sycamore processor takes about 200 seconds to sample one instance of a quantum
circuit a million times our benchmarks currently indicate that the equivalent task for a state-
of-the-art classical supercomputer would take approximately 10,000 years. This dramatic
increase in speed compared to all known classical algorithms is an experimental realization
of quantum supremacy for this specific computational task, heralding a much-anticipated
computing paradigm.

This paper has sparked a huge interest not only in the quantum community but the
whole world. Announcements and comments have instantly appeared in prestigious
science magazines like New Scientist, “Google reigns supreme” and “It’s official:
Google has achieved quantum supremacy”, major newspapers like The Washington
Post, “Bravo for Google’s ‘quantum supremacy.’ Here’s what needs to happen next”
and worldwide broadcasters like BBC, “Google claims ‘quantum supremacy’ for
computer”. Not everybody was convinced even at an intuitive level of understanding:
Reuters: “Google unveils quantum computer breakthrough; critics say wait a qubit”,
The Financial Post: “Google claims ‘quantum supremacy’ with quantum computer
breakthrough, but skeptics don’t agree”, to cite only two sources.

The inventor of the concept of quantum supremacy is also cautious [75]:

The Google team has apparently demonstrated that it’s now possible to build a quantum
machine that’s large enough and accurate enough to solve a problem we could not solve
before…

21Section 10 added on January 24, 2020.
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The second paper, written by an IBM team, was posted in the archive [70] and is
summarised as follows:

We argue that an ideal simulation of the same task can be performed on a classical system
in 2.5 days and with far greater fidelity. This is in fact a conservative, worst-case estimate,
and we expect that with additional refinements the classical cost of the simulation can be
further reduced.

Could both reports be correct?
Interestingly, immediately after publishing the paper [14] Nature published also

an anonymous editorial [38] including the following significant paragraphs:

As theworld digests this achievement – including the claim that somequantumcomputational
tasks are beyond supercomputers – it is too early to say whether supremacy represents a new
dawn for information technology. … At the very least, quantum computers as a routine part
of life are likely to be decades or more into the future.

…

Instead of proceeding with caution, a quantum gold rush is under way, with investors joining
governments and companies to pour large sums of money into developing quantum tech-
nologies. Unrealistic expectations are being fuelled that powerful general-purpose quantum
computers could soon be on the horizon. Such misguided optimism could be dangerous for
the future of this still-fledgling field.

Undoubtedly, Google’s technological achievement is remarkable, and it helps build-
ing the case for a possible quantum supremacy by achieving a high upper bound. The
real problem is that there is no formal argument for the lower bound, see Section 4,
the supplementary material to [14] and the mathematical discussion in [60]. Further-
more, it is not for IBM22 or anybody else to disprove the lower bound claimed by
Google23: the onus is on Google to prove it.

Where does “desperation” in the title of this section come from? As noted in [47]

It has taken Google 13 years24 to get this far. Without a profitable device, research could dry
up. It happened to Apollo, programme. It has happened at times with AI.

There are very fewagreements in quantumcomputing, but one is that the area has been
showered with money in recent years but has delivered very little practical solutions.
How long can the flow of money continue? There is a sense that the answer is not
too encouraging, so something had/has to be done. Downgrading the mathematical
notion of quantum speed-up25 to quantum supremacy was meant to help, but not
without a price. The origin, merit and pitfalls of this concept have been recently
discussed by its inventor J. Preskill in a thoughtful article in Quanta Magazine [75].
Onemain objection pointed there is that the “word exacerbates the already overhyped

22Although they did before [71].
23Comments like “Tellingly, not even IBM thinks the simulation would be especially easy – nor, as
of this writing, has IBM actually carried it out”. Reference [3] are irrelevant.
24And a tone of money (our comment).
25Note that Grover’s quantum algorithm [44] proved a quantum speed-up 25 years ago, yet insuf-
ficient to justify quantum computing practicality.
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reporting on the status of quantum technology”. This was echoed also in the IBM
paper [70]:

For the reasons stated above, and since we already have ample evidence that the term “quan-
tum supremacy” is being broadly misinterpreted and causing ever growing amounts of con-
fusion, we urge the community to treat claims that, for the first time, a quantum computer
did something that a classical computer cannot with a large dose of skepticism due to the
complicated nature of benchmarking an appropriate metric.

The current tendency seems tomove the arguments from themathematics and science
to media propaganda.

Google’s demonstration should give these skeptics pause. To all appearances, a 53-qubit
device reallywas able to harness 9 quadrillion amplitudes for computation, surpassing (albeit
for a special, useless task) all the supercomputers on earth. Quantum mechanics worked: an
outcome that’s at once expected and mind-boggling, conservative and radical. [3]

Interestingly, this is not a new tactic in settling quantum mechanics controversies
and a most prominent example is the famous Einstein–Bohr disagreement on the
Copenhagen interpretation. Einstein view [17, p. 29]:

The theory reminds me a little of the system of delusions of an exceedingly intelligent
paranoiac.

opposed Bohr’s “shut up and calculate!” attitude (using Mermin’s expression [64]).
According to Lakatos [58, pp. 59–60], [57, p. 105]:

After 1925, Bohr and his associates introduced a new and unprecedented lowering of critical
standards for scientific theories. This led to a defeat of reason within modern physics and to
an anarchist cult of incomprehensible chaos.

Recently, there is an apparent change [63, p. 9]:

while Einstein won and would continue to win all the logical battles, Bohr was decisively
winning the propaganda war.

Let’s hope that in quantum computing mathematics and science will prevail over
propaganda.
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Dedicated to the memory of my friend and mentor
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1 Introduction

Various types of multiple zeta functions and Euler sums played an important role
in Jonathan Borwein’s work in experimental mathematics. A particularly interesting
class of such series is the Mordell-Tornheim-Witten zeta function

W(r, s, t) :=
∑

m,n≥1

1

mrns(m + n)t
, (1)

which converges for all complex r, s, t with Re(r + t) > 1, Re(s + t) > 1, and
Re(r + s + t) > 2, and can be meromorphically continued to all of C. While
Jonathan Borwein and his co-authors studied the series (1) (see, e.g., [2, 6, 7]),
he also considered multi-dimensional analogues, especially

W(r1, . . . , rn, t) :=
∑

m1,...,mn≥1

1

mr1
1 . . .mrn

n (m1 + · · · + mn)t
; (2)

see [2–5].
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An interesting method repeatedly used in the papers cited above, both for theo-
retical results and high-precision computations, is due to Crandall and is based on a
free parameter; see, e.g., [6, 7] for some details. As a particular application of this
method, the results on (1) obtained in [7] were first generalized by H. Tomkins [18]
to (2) in the case n = 3, and then very recently to arbitrary n in [9].

For the main results in this last paper, the following identity is required: For all
integers n ≥ 1 we have

n∑

m=1

(
n + 1

m

) ∑

j1,..., jm≥1
j1+···+ jm=n

m∏

i=1

Bji (1)

ji ! = 1. (3)

Here Bk(x) is the kth Bernoulli polynomial, which can be defined by the generating
function

text

et − 1
=

∞∑

k=0

Bk(x)
t k

k! , |t | < 2π. (4)

Equivalently it can be defined by

Bk(x) =
k∑

j=0

(
k

j

)
Bk− j x

j , (5)

where Bk is the kth Bernoulli number, defined by the generating function

t

et − 1
=

∞∑

k=0

Bk
tk

k! , |t | < 2π. (6)

For the first few Bernoulli numbers and polynomials, see Table 1.

Table 1 Bn , Bn(x) and E (n+1)
n (x) for 0 ≤ n ≤ 6

n Bn Bn(x) E (n+1)
n (x)

0 1 1 1

1 −1/2 x − 1
2 x − 1

2 1/6 x2 − x + 1
6 x2 − 3x + 3

2

3 0 x3 − 3
2 x

2 + 1
2 x x3 − 6x2 + 9x − 2

4 −1/30 x4 − 2x3 + x2 − 1
30 x4 − 10x3 + 30x2 − 25x − 5

2

5 0 x5 − 5
2 x

4 + 5
3 x

3 − 1
6 x x5 − 15x4 + 75x3 − 135x2 +

75
2 x + 99

2

6 1/42 x6 − 3x5 + 5
2 x

4 − 1
2 x

2 + 1
42 x6 − 21x5 + 315

2 x4 − 490x3 +
945
2 x2

+294x − 357
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It is the main purpose of this paper to prove a polynomial analogue of (3), namely
the following result.

Theorem 1 For any integer n ≥ 1 we have

n∑

m=1

(
n + 1

m

) ∑

j1,..., jm≥1
j1+···+ jm=n

m∏

i=1

Bji (x)

ji ! = 1

n!
n∏

j=1

(
(n + 1)x − j

)
. (7)

Setting x = 1, we immediately obtain (3). Similarly, with x = 0 and using the fact
that Bk(0) = Bk , we have the following identity for Bernoulli numbers.

Corollary 1 For any integer n ≥ 1 we have

n∑

m=1

(
n + 1

m

) ∑

j1,..., jm≥1
j1+···+ jm=n

m∏

i=1

Bji

ji ! = (−1)n. (8)

We illustrate Theorem 1 with the first few cases.

Example. For n = 1, 2, 3 we have, respectively,

2 B1(x) = 2x − 1,
3
2 B2(x) + 3 B1(x)

2 = 1
2 (3x − 1)(3x − 2),

2
3 B3(x) + 6 B1(x)B2(x) + 4 B1(x)

3 = 1
6 (4x − 1)(4x − 2)(4x − 3).

In connection with extending two interesting identities of Matiyasevich [13] and
Miki [14], expressions similar in nature to the left-hand side of (7) have been studied
before (see [1, 10]), but the right-hand side has never been as easy as that of (7). We,
therefore, believe that this identity is new.

We conclude this introduction by rewriting (7) in terms of the multinomial coef-
ficient defined by (

n

j1, . . . , jm

)
= n!

j1! · · · jm ! .

Upon multiplying both sides of (7) by n!, we then get

n∑

m=1

(
n + 1

m

) ∑

j1,..., jm≥1
j1+···+ jm=n

(
n

j1, . . . , jm

)
Bj1(x) · · · Bjm (x) =

n∏

j=1

(
(n + 1)x − j

)
.

(9)
It is this identity which we will prove below. We begin with some auxiliary results
in Section 2 and complete the proof in Section 3. We conclude this paper with
some further remarks in Section 4, including an analogue of Theorem 1 for Euler
polynomials.
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2 Some Auxiliary Results

The multiple sum on the left of (9), namely

Tm(n; x) :=
∑

j1,..., jm≥1
j1+···+ jm=n

(
n

j1, . . . , jm

)
Bj1(x) · · · Bjm (x), (10)

is very similar to the higher-order convolution

Sm(n; x) :=
∑

j1,..., jm≥0
j1+···+ jm=n

(
n

j1, . . . , jm

)
Bj1(x) · · · Bjm (x). (11)

A slightly more general form of this last expression was evaluated by the present
author [8], and then by several other authors, including Huang and Huang [12] who
used a differentmethod, and Petojević [16]who evaluated the sum in terms of Stirling
numbers of the first kind. Both papers, and numerous others, contain evaluations of
other related expressions of the type of (11).

In what follows, we will use the higher-order Bernoulli polynomials, defined as
follows: Given an integer m (not necessarily positive), the kth Bernoulli polynomial
of order m, denoted B(m)

k (x), is defined by the generating function

(
t

et − 1

)m

ext =
∞∑

k=0

B(m)
k (x)

t k

k! , |t | < 2π. (12)

By comparing this with (4), we see that B(1)
k (x) = Bk(x). Raising both sides of (4)

to the power m and using the identities (11) and (12), we get

Sm(n; x) = B(m)
n (mx). (13)

This fact was earlier used in [8, 12].
Next we need to connect the sums Sm(n; x) and Tm(n; x) with each other.

Lemma 1 For any integers m, n ≥ 1 we have

Sm(n; x) =
m∑

j=1

(
m

j

)
Tj (n; x), (14)

Tm(n; x) =
m∑

j=1

(−1)m− j

(
m

j

)
Sj (n; x). (15)

Proof To obtain (14), we subdivide the sum Sm(n; x) according to the number of
indices ji that are 0. If none of them is 0, we simply have Tm(n; x). If exactly one
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of them is 0, then we have m copies of Tm−1(n; x). If exactly two of them are 0, we
get

(m
2

)
copies of Tm−2(n; x), and so on, until we reach the case where exactlym − 1

of the indices are 0; this happens
( m
m−1

)
times, giving m copies of T1(n; x). Adding

everything, we get (14).
The identity (15) can be obtained in different ways: Either directly by an inclu-

sion/exclusion argument, or by solving a linear system that is inherent in (14), or,
most easily by appealing to a general result on inverting finite sums; see, e.g., [17,
p. 43]. ��

Towards the eventual proof of (9), we now evaluate the following sum.

Lemma 2 For any integer n ≥ 1 we have

n∑

m=1

(
n + 1

m

)
Tm(n; x) =

n∑

k=1

(−1)n−k

(
n + 1

k

)
B(k)
n (kx). (16)

Proof We use (15) and change the order of summation:

n∑

m=1

(
n + 1

m

) m∑

k=1

(−1)m−k

(
m

k

)
Sk(n; x)

=
m∑

k=1

(−1)k Sk(n; x)
n∑

m=k

(−1)m
(
n + 1

m

)(
m

k

)
.

The inner sum of this last expression is an alternating analogue of the Vandermonde
convolution, and can be evaluated as (−1)n

(n+1
k

)
; see, e.g., [11, (3.119)]. With this

and (13), we immediately get (16). ��

3 The Proof of Theorem 1

By Lemma 2, in order to finish the proof of (9), and thus of Theorem 1, we need to
evaluate the right-hand side of (16). Using the generating function (12), we rewrite

n∑

k=1

(−1)n−k

(
n + 1

k

)
B(k)
n (kx) =

n∑

k=1

(−1)n−k

(
n + 1

k

)
dn

dtn

(
tetx

et − 1

)k
∣∣∣∣∣
t=0

= dn

dtn

n∑

k=1

(−1)n−k

(
n + 1

k

)(
tetx

et − 1

)k
∣∣∣∣∣
t=0

. (17)

To simplify notation, we set A(t) := tetx/(et − 1). Using a binomial expansion, we
then have
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n∑

k=1

(−1)n−k

(
n + 1

k

)
A(t)k

= −
n+1∑

k=0

(−1)n+1−k

(
n + 1

k

)
A(t)k + (−1)n+1 + A(t)n+1

= −(A(t) − 1)n+1 + (−1)n+1 + A(t)n+1. (18)

We note that the constant coefficient in theMaclaurin expansion of A(t) as a function
of t is 1. Therefore, we can write

(
A(t) − 1

)n+1 = (
t B(t)

)n+1 = tn+1B(t)n+1,

where B(t) is analytic at t = 0. Hence

dn

dtn
(
tn+1B(t)n+1

)∣∣
t=0 = 0,

while

dn

dtn
A(t)n+1

∣∣
t=0 = dn

dtn

((
t

et − 1

)n+1

e(n+1)xt

)∣∣∣∣∣
t=0

= B(n+1)
n ((n + 1)x),

where we have again used (12). This, together with (18), (17) and (16) gives the
intermediate result

n∑

m=1

(
n + 1

m

)
Tm(n; x) = B(n+1)

n ((n + 1)x). (19)

Finally we use a well-known explicit formula for B(n+1)
n (x) (see, e.g., [15, p. 130]),

which immediately gives

B(n+1)
n ((n + 1)x) =

n∏

j=1

(
(n + 1)x − j

)
. (20)

With (19), this completes the proof of (9) and of Theorem 1.

4 Further Remarks

1. If we set m = n + 1 in (14), we get

Sn+1(n; x) =
n∑

j=1

(
n + 1

j

)
Tj (n; x) + Tn+1(n; x).
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From (10) it is clear that Tn+1(n; x) = 0 since it is an empty sum. Therefore, (19)
and (20) lead to the following consequence concerning the convolution sum defined
in (11).

Corollary 2 For any n ≥ 1 we have

Sn+1(n; x) =
n∏

j=1

(
(n + 1)x − j

)
.

2. Whenever a result on Bernoulli polynomials is obtained, it is a natural question
to ask whether there are analogues for Euler polynomials. The Euler polynomial of
order m and degree k, E (m)

k (x), is defined by the generating function

(
2

et + 1

)m

ext =
∞∑

k=0

E (m)
k (x)

t k

k! , |t | < π,

and the (ordinary) Euler polynomial of degree k by Ek(x) := E (1)
k (x). Various prop-

erties, including recurrence relations, of these polynomials can be found, e.g., in [15,
p. 143ff].

If we replace each ‘B’ by ‘E’ in (7) and (9), then all details of the proof carry
through, up to the equivalent of (19). We, therefore, get the following result.

Theorem 2 For any integer n ≥ 1 we have

n∑

m=1

(
n + 1

m

) ∑

j1,..., jm≥1
j1+···+ jm=n

m∏

i=1

E ji (x)

ji ! = 1

n! E
(n+1)
n ((n + 1)x). (21)

In contrast to Theorem 1, however, the right-hand side of (21) does not have an easy
evaluation. The first few polynomials E (n+1)

n (x) are listed in Table 1.
We finish by deriving an analogue of Corollary 1 for Euler numbers. The kth

Euler number of order n is defined by

E (n)
k := 2k E (n)

k ( n2 );

see, e.g., [15, p. 143]. In particular, this implies

Ek(
1
2 ) = 2−k Ek, E (n+1)

n ( n+1
2 ) = 2−n E (n+1)

n ,

where Ek is the kth (ordinary) Euler number. Setting x = 1
2 in (21) and multiplying

both sides by 2nn!, we get the following identity, written in a form analogous to (9).
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Corollary 3 For any integer n ≥ 1 we have

n∑

m=1

(
n + 1

m

) ∑

j1,..., jm≥1
j1+···+ jm=n

(
n

j1, . . . , jm

)
E j1 · · · E jm = E (n+1)

n .
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Metrical Theory for Small Linear Forms
and Applications to Interference
Alignment

Mumtaz Hussain, Seyyed Hassan Mahboubi and Abolfazl Seyed Motahari

1 Metric Diophantine Approximation

At its most fundamental level, the theory of Diophantine approximation is concerned
with the question of how well a real number can be approximated by rationals.
Qualitatively the answer is somewhat trivial as the set of rationals Q is dense in the
reals. In other words, for any real number r we can construct a sequence of rational
numbers rn such that rn → r as n → ∞. Quantifying the density of rationals in the
reals, however, is non-trivial. A well-known theorem of Dirichlet is fundamental
in the theory of Diophantine approximation and gives a rate of approximation that
works for all real numbers.

Theorem 1 (Dirichlet 1842) Given x ∈ R and t > 1, there exist integers p, q such
that

|x − p/q| ≤ 1/qt and 1 ≤ q < t. (1)

An important consequence of this theorem is the following statement.

Corollary 1 For any x ∈ R, there exist infinitely many (i.m.) integers p and q > 0
such that

|x − p/q| < 1/q2. (2)

Replacing the right-hand side of (2) with a faster decreasing function ψ(q) → 0
as q → ∞ raises the question of ‘size’ of the corresponding set
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W (ψ) := {x ∈ R : |x − p/q| < ψ(q) for infinitely many (p, q) ∈ Z × N}

ofψ-approximable numbers. Here and throughoutψ will be referred to as an approx-
imating function and will always be monotonic unless stated otherwise. Khintchine’s
theorem (1924) asserts that the Lebesgue measure of this set is either zero or full if
the sum

∑
qψ(q) converges or diverges, respectively. Here, by ‘full’ we mean that

the complement of the set has zero measure. Khintchine’s theorem is a very delicate
statement which, for example, implies thatW (ψ) has full measure for ψ(q) = 1/q2

but W (ψ) has zero Lebesgue measure for ψ(q) = 1/q2+ε , for any ε > 0.
This paper falls within the metric theory of Diophantine approximation and is

about estimating the Lebesgue measure of the set of real (or complex) points approx-
imable infinitely often by rational numbers (or ratios of Gaussian integers) with a
given error of approximation.

In higher dimensional settings, two classical categories of metric Diophan-
tine approximation are simultaneous (approximation by rational points) and dual
(approximation by rational hyperplanes). These are unified in the theory of systems
of linear forms,

|q · xi − pi | < ψ(|q|), (1 ≤ i ≤ n). (3)

Here X = (x1, . . . , xn) ∈ I
mn := [−1/2, 1/2]mn is a real matrix, q ∈ Z

m and p ∈ Z
n

are integer vectors and |q| = max{|q1|, . . . , |qm |} is the supremum norm.
Historically, interest has been concentrated upon the set W (m, n;ψ) of matrices

X for which the system of inequalities (3) has infinitely many solutions in integer
vectors q and p. The main result in the linear form settings is the Khintchine–
Groshev theorem, which gives an elegant answer to the question of the size of the set
W (m, n;ψ). The following statement is the modernised version of the Khintchine–
Groshev theorem for Lebesgue measure [1]. Throughout, for any set A ⊂ R

l , let |A|l
denote the l-dimensional Lebesgue measure of the set A.

Theorem 2 (Khintchine–Groshev) Let ψ be an approximating function. Then

|W (m, n;ψ) |mn =

⎧
⎪⎪⎨

⎪⎪⎩

0, if
∞∑

r=1
rm−1ψn(r) < ∞;

1, if
∞∑

r=1
rm−1ψn(r) = ∞.

The proof of the convergence case of the Khintchine–Groshev theorem is easily
established by a straightforward application of the Borel–Cantelli lemma [2, Lemma
2.1] and is free from any assumption on ψ , i.e. valid for non-monotonic approxi-
mating functions. The divergence part constitutes the main substance of the theorem
and requires the monotonicity assumption on the function ψ for m = n = 1. For all
other values of m and n it can be removed, see [1, 20] and references therein.
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2 Statements of Results

In this decade, a new branch of Diophantine approximation has emerged; namely, the
absolute value theory obtained by fixing pi = 0 in (3). Whilst remaining relatively
undeveloped, this branch has significant potential for impact due to its connections
with problems in signal processing and electronic communications [16, 30].

2.1 Mixed Type Linear Forms

Weconsider a variant of the absolute value theory by fixing the vector (p1, . . . , pn) in
(3) as (p, . . . , p). To this end, letψ be an approximating function and let W̃ (m, n;ψ)

be the set of X ∈ I
mn such that the system of equations

|q1x1,i + q2x2,i + . . . + qmxm,i − p| < ψ(|q|) 1 ≤ i ≤ n (4)

is satisfied for infinitely many (p, · · · , p, q1, · · · , qm) ∈ Z
n × Z

m \ {0}.
Sets of similar nature have been studied by several authors, see for example [7, 10,

14, 18, 19]. A variant of this setup has been seen to be connected with the solutions
to the inhomogeneous partial differential equations [14].

In the last few years, there has been significant progress in developing new strate-
gies in Multiple Input Multiple Output (MIMO) communication schemes. Num-
ber theoretic results such as Khintchine–Groshev theorems have been used in var-
ious situations in calculating the Degrees of Freedom (DoF) in alignment schemes
within MIMO X-channels, see [26] and [21, Sect. 4.7.1] for more explicit discus-
sions. The main aim of this paper is to establish Khintchine–Groshev type theorems
for W̃ (m, n;ψ) for real and complex numbers. In the final section of the paper, these
theorems are used in a brief sketch of an application in interference alignment. In a
forthcoming article, we elaborate this application in detail for the signal processing
community.

Our first result is the Lebesgue measure criterion for W̃ (m, n;ψ).

Theorem 3 Let m ≥ n and ψ be an approximating function; then

|W̃ (m, n;ψ) |mn =

⎧
⎪⎪⎨

⎪⎪⎩

0, if
∞∑

r=1
ψn(r)rm−n < ∞;

1, if
∞∑

r=1
ψn(r)rm−n = ∞.

By setting p = 0 in the above setup, a similar application of the convergence half
already exists in achieving MIMO capacity within a constant gap [30]. In fact, the
result in [30] can be extended to cover the complex number system by using the
Khintchine–Groshev type result produced in [16, Theorem 1].
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It is worth demonstrating that for ψ(r) = r− m+1
n +1−ε,

∞∑

r=1

ψ(r)nrm−n =
∞∑

r=1

r−1−nε < ∞, if ε > 0;

= ∞, if ε ≤ 0.

2.2 Diophantine Approximation Over Complex Numbers

Most of the complexDiophantine approximation theory is analogous towhatwe have
discussed in the previous subsection. Surprisingly, analogues ofKhintchine–Groshev
theorems for systems of linear forms over complex numbers are not yet proved. We
prove them here along with analogous results for mixed type linear forms. To keep
the exposition compact we state only the important changes.

In the nineteenth century, Hermite andHurwitz studied the approximation of com-
plex numbers by the ratios of Gaussian integers, a natural analogue of approximation
of real numbers by rationals,

Z[i] = {p1 + i p2 ∈ C : p1, p2 ∈ Z}.

However, complex Diophantine approximation appears to be more difficult than the
real case. For example, continued fractions, so simple and effective for real numbers,
are not so straightforward for complex numbers. In other words, the best possible
analogue of Dirichlet’s theorem cannot be derived by a straightforward extension of
the continued fraction expansion approach that works in the real case.

We will discuss the problem for the linear form setup and will list the recent
developments so far for the particular cases. Let � : N → R

+ be a monotonically
decreasing function such that �(r) → 0 as r → ∞. An m × n matrix Z = (zi, j ) ∈
C

mn is said to be �-approximable if the system of inequalities

|q1z1, j + q2z2, j + · · · + qmzm, j − p j | < �(|q|) (1 ≤ j ≤ n) (5)

is satisfied for infinitely many vectors p × q ∈ Z
n[i] × Z

m[i]\{0}. Throughout, the
system (5) will be written more concisely as

|qZ − p| < �(|q|).

Here
|q| = max{�|q1|2	, · · · , �|qm |2	},

where
|qk |2 =

√
|qk1 |2 + |qk2 |2, for qk = qk1 + iqk2 ∈ Z[i],

and �x	 denotes the integer part of the real number x .
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As in the real case, the starting point of such approximation properties is Dirich-
let’s theorem. A short proof using geometry of numbers of the complex version of
Dirichlet’s theorem is given below. Although the constant obtained by this approach
is not best possible, the result is all that is needed to prove the complex analogue of
the Khintchine–Groshev theorem.

Theorem 4 Given anyZ ∈ C
mn and N ∈ N, there exist Gaussian integers p ∈ Z

n[i]
and q ∈ Z

m[i] with 0 < |q| ≤ N such that

|qZ − p| <
c

Nm/n
, (6)

where c > 0 is a constant (independent of Z and N). Moreover, there are infinitely
many (p, q) ∈ Z

n[i] × Z
m[i]\{0} such that

|qZ − p| <
c

|q|m/n
.

From now onwards we restrict ourselves to the mn-dimensional unit disc D :=
(C ∩ �)mn , where� = {a + ib : 0 ≤ a, b < 1}, instead of considering the full space
C

mn . The reason behind this restriction is that it is convenient to work in the unit
disc, and the approximability properties are invariant under translation by Gaussian
integers. Let WC(m, n;�) denote the set of �-approximable points in D, i.e.

WC(m, n;�) := {
Z ∈ D : |qZ − p| < �(|q|)for i.m.(p, q) ∈ Z

n[i] × Z
m[i]\{0}} .

Our next result is a complex analogue of Theorem 2.

Theorem 5 Let � be an approximating function. Then

|WC (m, n;�) |mn =
⎧
⎨

⎩

0, if
∞∑

r=1
r2m−1�2n(r) < ∞;

Full, if
∑∞

r=1 r2m−1�2n(r) = ∞.

Here, |WC (m, n;�) |mn denotes the complex mn-dimensional Lebesgue measure
of the set WC (m, n;�) . For m = n = 1, Theorem5 was proved in 1952 by LeV-
eque [25], who combined Khintchine’s continued fraction approach with ideas from
hyperbolic geometry. In 1982, Sullivan [31] used Bianchi groups and some powerful
hyperbolic geometry arguments to prove more general Khintchine type theorems for
real and for complex numbers. In the latter case, the result includes approximation of
complex numbers by ratios p/q of integers p, q from the imaginary quadratic fields
R(i

√
d), where d is a square-free natural number. The case d = 1 corresponds to the

Picard group and approximation by Gaussian rationals. The result was also derived
by Beresnevich et al. as a consequence of the ubiquity framework in [1, Theorem 7].

Next we discuss the analogue of W̃ (m, n;ψ) for complex numbers. Let � be an
approximating function. An m × n matrix Z ∈ C

mn is said to be �-approximable if
the system of inequalities
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|q1z1, j + q2z2, j + · · · + qmzm, j − p| < �(|q|) (1 ≤ j ≤ n) (7)

is satisfied for infinitely many vectors (p, . . . , p, q1, . . . , qm) ∈ Z
n[i] × Z

m[i]\{0}.
That is, the system (7) is obtained by keeping the nearest Gaussian integer vector
(p, . . . , p) the same for all the linear forms. Since the results are very similar to
W̃ (m, n;ψ) and can be proved analogously, they are only stated here. The first result
is a Dirichlet type theorem which also serves the purpose of finding the minimum
distance between qZ and p.

Theorem 6 Given any Z ∈ C
mn and N ∈ N, there exist Gaussian integers p =

(p1 + i p2, . . . , p1 + i p2) ∈ Z
n[i] and q = (q11 + iq12, . . . , qm1 + iqm2) ∈ Z

m[i]
with 0 < |q| ≤ N such that

|qZ − p| < cN− m+1
n +1,

where c > 0 is a constant (independent of Z and N). Moreover, there are infinitely
many (p, q) ∈ Z

n[i] × Z
m[i]\{0} such that

|qZ − p| < c|q|− m+1
n +1.

Let W̃C(m, n;�) denote the set of �-approximable points in D, i.e. the set of points
that satisfy the system (7). Then, one has the analogue of the Khintchine–Groshev
theorem for this setup.

Theorem 7 Let � be an approximating function and let m ≥ n. Then

|W̃C (m, n;�) |mn =
⎧
⎨

⎩

0, if
∞∑

r=1

(
rm−n�n(r)

)2
< ∞;

Full, if
∑∞

r=1

(
rm−n�n(r)

)2 = ∞.

3 Some Proofs

3.1 Proof of Theorem3

The proof of Theorem3 splits into two parts, the convergence case and the divergence
case.

3.1.1 The Convergence Case

The convergence half follows from the well-known Borel–Cantelli lemma by con-
structing a suitable cover for the set W̃ (m, n;ψ). It does not rely on whether m ≥ n
or m < n, and it is free from the monotonicity assumption on the approximating
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Fig. 1 The resonant set Rq
is a line for m = 2 and
n = 1. The resonant set Rq is
a line q1x + q2y − p = 0,
intercepting the x and y axes
at p

q1
and p

q2
, respectively.

The set B
(
Rq, ψ(|q|)) is the

ψ(|q|)
|q| neighbourhood of Rq

function. It is worth pointing out that in applications the convergence case is all that
matters.

Define a family of resonant sets as

R := {Rq : q ∈ Z
m \{0}},

where
Rq = {

X ∈ I
mn : qX − p = 0

}
.

Thus, the resonant sets are (m − 1)n-dimensional hyperplanes passing through the
point p. The set W̃ (m, n;ψ) can be written as a lim sup set using the resonant sets
in the following way Fig. 1.

W̃ (m, n;ψ) =
∞⋂

N=1

⋃

r>N

⋃

Rq :|q|=r

B
(
Rq , ψ(|q|)) ,

where

B
(
Rq , ψ(|q|)) =

{

X ∈ I
mn : dist (X, Rq

) ≤ ψ(|q|)
|q|

}

.

Thus, for each N ∈ N the family

{
⋃

Rq :|q|=r
B

(
Rq , ψ(|q|)) : r = N , N + 1, ...

}

is a cover for the set W̃ (m, n;ψ). Now, for each resonant set Rq, let �(q) be a
collection of mn-dimensional closed hypercubes C with disjoint interiors and side
length comparable with ψ(|q|)/|q| and diameter at most ψ(|q|)/|q|, such that
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C ∩
⋃

Rq:|q|=r

B
(
Rq, ψ(|q|)) �= ∅

and
B

(
Rq, ψ(|q|)) ⊂

⋃

C∈�(q)

C.

Then
#�(q) � (ψ(|q|)/|q|)−(m−1)n ,

where # denotes cardinality. Note that

W̃ (m, n;ψ) ⊂
⋃

r>N

⋃

Rq :|q|=r

B
(
Rq, �(|q|)) ⊂

⋃

r>N

⋃

�(q):|q|=r

⋃

C∈�(q)

C.

Hence,

∣
∣W̃ (m, n;ψ)

∣
∣
mn ≤

∑

r>N

∑

�(q):|q|=r

∑

C∈�(q)

|C |mn

�
∑

r>N

rm
(

ψ(r)

r

)mn (
ψ(r)

r

)−(m−1)n

=
∑

r>N

rm−nψ(r)n.

The sum
∑

r≥1 r
m−nψ(r)n is convergent, which gives zero Lebesgue measure by the

Borel–Cantelli lemma.

3.1.2 The Divergence Case

To prove the divergence part of the theorem the idea of a locally ubiquitous system
is used. We present a simplified version of a more abstract framework developed in
[1, 3]. For the current setup, the required measure and intersection conditions in [1]
are trivially satisfied. Let ρ : R+ → R

+ be a function such that ρ(r) → 0 as r → ∞
and let

�(ρ, t) :=
⋃

|q|≤kt

B(Rq , ρ(kt ))

where k > 1 is a fixed real number.

Definition 1 Let B(X, r) be an arbitrary ball with centre X ∈ I
mn and radius r ≤

r0(m, n). Suppose there exists a function ρ and an absolute constant κ > 0 such that

|B ∩ �(ρ, t)|mn ≥ κ|B|mn for t ≥ t0(B).

Then R is said to be a locally ubiquitous system relative to ρ.
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Loosely speaking, the definition of local ubiquity says that the set �(ρ, t) locally
approximates the underlying space Imn in terms of the Lebesgue measure. The func-
tion ρ will be referred to as the ubiquity function. The actual value of κ in the
above definition is irrelevant, only its existence is important. In practice, local ubiq-
uity is usually established using standard results such as Dirichlet’s Theorem or
Minkowski’s Convex Body Theorem, regarding the distribution of the resonant sets,
from which the function ρ arises naturally. Clearly if |�(ρ, t)|mn → 1 as t → ∞
then R is locally ubiquitous.

The following theorem is a simplified version of Theorem 1 from [3].

Theorem 8 Assume that there exists 0 < λ < 1 such that the function ρ satisfies
ρ(2t+1) < λρ(2t ) for all t ∈ N. Suppose that R is locally ubiquitous relative to ρ

and ψ is an approximating function. Then

W̃ (m, n;ψ) |mn = 1 if
∞∑

t=1

�(2t )n

ρ(2t )n
= ∞.

To establish ubiquity two technical lemmas (Lemma1 and Lemma2) are needed.
Thework is similar to [7]; therefore,weonlyproveoneof themand refer the interested
reader to the aforementioned article [7]. Most of the metric results (Khintchine–
Groshev, Jarnik, Jarnik–Besicovitch and Schmidt theorems) stem from the Dirichlet
type result which is stated and proved below for the current settings. In the lemma
below, we set N = 2t : t ∈ N.

Lemma 1 For sufficiently large N0 and N > N0, for each X ∈ I
mn there exists a

non-zero integer vector q in Zm and p ∈ Z
n with |q|, |p| ≤ N such that

|qX − p| < 2(m + 2)N− m+1
n +1.

Proof of Lemma 1. For |p| < N and those q with non-negative components, there
are (N + 1)m N possible vectors of the form qX − p for which

−m + 2

2
N ≤ qX − p ≤ m + 2

2
N .

Divide the cube with centre 0 and side length (m + 2)N in Rn into Nm+1 smaller
cubes of volume (m + 2)nNn−m−1 and side length (m + 2)N 1− m+1

n . Since Nm <

(N + 1)m , there are at least two vectors q1X − p1, q2X − p2, say, in one small cube.
Therefore ∣

∣(q1−q2)X − (p1 − p2)
∣
∣ < 2(m + 2)N− m+1

n +1.

Evidently q1 − q2 ∈ Z
m and |q1 − q2| ≤ N . Also, p1 − p2 ∈ Z and |p1 − p2| ≤ N

by choices of p1 and p2.

Lemma 2 Let ω(t) be a positive real increasing function such that ω(t) → ∞ as
t → ∞. Then the family R is locally ubiquitous with respect to the function
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ρ(t) = 2(m + 2)N− m+1
n ω(t).

Using Theorem8, it follows that

W̃ (m, n;ψ) |mn = 1 if
∞∑

t=1

�(2t )n

ρ(2t )n
�

∞∑

t=1

tm−nψ(t)n = ∞.

Remark 1 In view of Lemma1, it is natural to consider the following badly approx-
imable set. Let Bad(m, n) denote the set of X ∈ I

mn for which there exists a constant
C(X) > 0 such that

|qX − p| > C(X)|q|− m+1
n +1 for all (p, q) ∈ Z

m+n, q �= 0.

More generally, from the convergence part of Theorem3, it is then clear that for
almost every X ∈ I

mn there exists a constant C(X) > 0 such that

|qX − p| ≥ C(X)ψ(|q|) for all (p, q) ∈ Z
m+n, q �= 0. (8)

Denote the set of all such numbers as Bad(c,m, n), where C(X) = c, and

∪c>0Bad(c,m, n) = I
mn \ W̃ (m, n;ψ) .

Now since |W̃ (m, n;ψ) |mn = 0, we have | ∪c>0 Bad(c,m, n)|mn = 1. The question
of finding theHausdorff dimension andmeasure of eachBad(c,m, n) is not dealtwith
here. However, for the set Bad(m, n) it is straightforward to establish the following
result.

Theorem 9 If m ≥ n, then

dimBad(m, n) = mn,

and if m < n, then
|Bad(m, n)|mn = 1.

The proof of Theorem9 follows by setting u = 1 in [15, 17]. Now, for m ≥ n,
since Bad(m, n) ⊆ I

mn \ W̃ (m, n;ψ), we have |Bad(m, n)|mn = 0.

Remark 2 Loosely speaking, Bad(m, n) consists of all those points that stay clear
of (m − 1)n-dimensional hyperplanes having diameters proportional to |q|− m+1

n +1

centred at the hyperplanes Rq . Note that if the exponent −m+1
n + 1 is replaced by

−m+1
n + 1 − ε for ε > 0, then the set Bad(m, n) is of full Lebesgue measure.

Remark 3 In the case m < n, the set W̃ (m, n;ψ) is overdetermined and lies in a
subset of strictly lower dimension than mn. To see this, consider the casem = n and
det X �= 0. This would imply that the defining inequalities (4) take the form
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|q − pX−1| ≤ C(X)ψ(|q|),

which is obviously not true for sufficiently large q.
The same logic extends to all other cases. For each m × n matrix X ∈ R

mn with
column vectors x(1), . . . , x(n) define X̃ to be them × (n − 1)matrixwith column vec-
tors x(2), . . . , x(n). The set � ⊂ R

mn is the set of X ∈ R
mn such that the determinant

of each m × m minor of X̃ is zero, i.e. rank(X̃) < m.
It can easily be proved that W̃ (m, n;ψ) ⊂ � when m < n, which leads to further

investigations of metric theory for the cases m < n. However, this is not within
the scope of the present paper. We refer the interested reader to [7, 19], which
comprehensively discuss such cases.

3.2 Proof of Theorem4

The proof of this theorem is a straightforward application of Minkowski’s linear
forms theorem, which we state below for completeness.

Theorem 10 (Minkowski’s linear forms theorem [13]) Let C be an n-dimensional
lattice of determinant det(C) and let ai j (1 ≤ i, j ≤ n) be real numbers. Suppose that
c j > 0 for 1 ≤ j ≤ n, are numbers such that

c1 · scn ≥ det(ai j ) det(C).

Then there is a non-zero integer point u = (u1, u2 · · · , un) ∈ C satisfying

∣
∣
∣
∣
∣
∣

n∑

j=1

a1 j u j

∣
∣
∣
∣
∣
∣
≤ c1 and

∣
∣
∣
∣
∣
∣

n∑

j=1

ai j u j

∣
∣
∣
∣
∣
∣
< ci (1 < i ≤ n).

Having Minkowski’s theorem at our disposal, we are now in a position to prove
Theorem4. To avoid complicated expressions, we prove it for m = 2, n = 1 as the
higher dimensional cases follow on similar lines. The proof of the case m = n = 1
can be found in [8].

LetZ = (x1 + iy1, x2+iy2), q = (q1,1 + iq1,2, q2,1 + iq2,2), and p = (p1 + i p2).
Then

|qZ − p| =|q1,1x1 + q2,1x2 − q1,2y1 − q2,2y2 − p1+
i(q1,2x1 + q2,2x2 + q1,1y1 + q2,1y2 − p2)| < c/N 2

holds if
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max{|q1,1x1 + q2,1x2 − q1,2y1 − q2,2y2 − p1|,
|q1,2x1 + q2,2x2 + q1,1y1 + q2,1y2 − p2|} <

c√
2N 2

.

By Minkowski’s linear forms theorem, the system of inequalities

|q1,1x1 + q2,1x2 − q1,2y1 − q2,2y2 − p1| <
c√
2N 2

,

|q1,2x1 + q2,2x2 + q1,1y1 + q2,1y2 − p2| <
c√
2N 2

,

|q1,1| ≤ N√
2
, |q1,2| ≤ N√

2
, |q2,1| ≤ N√

2
, |q2,2| ≤ N√

2
,

has a non-zero solution in integers for c ≥ 8. Hence the equation (6) has a non-zero
integer solution with 0 < |q| ≤ N .

Remark 4 The complex points for which Theorem4 cannot be improved by an arbi-
trary constant are called badly approximable. That is, a point Z ∈ C

mn is said to be
badly approximable if there exists a constant C(Z) > 0 such that

|qZ − p| > C(Z)|q|− m
n

for all (p, q) ∈ Z
n[i] × Z

m[i]\{0}. Let BadC(m, n) denote the set of badly approx-
imable points in C

mn . The best possible value for the constant C(Z) for m = n = 1
is 1/

√
3, see [11]. For higher dimensions, just as in the real case, best possible values

for the constants are not known.
The Hausdorff dimension of the set BadC(1, 1) has been studied by various

authors in different frameworks; see, for instance, [24, Sect. 5.3] in which authors
determined the Hausdorff dimension for BadC(1, n), i.e.

dim BadC(1, n) = n.

In fact, as a consequence of the general framework in their paper, they proved the
Hausdorff dimension to be maximal in the weighted analogue of BadC intersected
with any compact subset of Cn . Their framework cannot be applied for the dual
setup at hand. However, it is reasonable to suspect that the Hausdorff dimension for
BadC(m, n) is maximal. More generally, for any compact subset K ⊂ C

mn , we have
the following conjecture.

Conjecture 1 dim BadC(m, n) ∩ K = dim K .

The treatment required to deal with this problem involves delicate number theoretic
tools which are beyond the scope of this paper.
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3.3 Proof of Theorem5

As for Theorem4, Theorem5 is proved for the case m = 2, n = 1, leaving to the
reader the obvious modifications to deal with higher dimensions. First, the conver-
gence case is dealt with. The resonant set is defined as

Cq := {Z ∈ D : |qZ − p| = 0}
=

{
(x1 + iy1, x2 + iy2) ∈ D :

|(q1,1 + iq1,2, q2,1 + iq2,2) · (x1 + iy1, x2 + iy2) − (p1 + i p2)| = 0
}

=
{

(x1 + iy1, x2 + iy2) ∈ D : q1,1x1 + q2,1x2 − q1,2y1 − q2,2y2 = p1 and
q1,2x1 + q2,2x2 + q1,1y1 + q2,1y2 = p2

}

.

The set WC (2, 1;�) can be written using the resonant sets

WC (2, 1;�) =
∞⋂

N=1

⋃

r>N

⋃

Cq:|p|<|q|=r

B
(
Cq, �(|q|))

where

B
(
Cq, �(|q|)) =

{

Z ∈ D : dist (Z,Cq
) ≤ �(|q|)

|q|
}

.

It follows that
WC (2, 1;�) ⊆

⋃

r>N

⋃

Cq:|p|<|q|=r

B
(
Cq, �(|q|)) .

In other words, WC (2, 1;�) has a natural cover C = {
B

(
Cq, �(|q|)) : |q| > N

}

for each N = 1, 2, · · · . It can further be covered by a collection of four-dimensional
hypercubes with disjoint interior and side length comparable with �(|q|)/|q|. The
number of such hypercubes is clearly � (�(|q|)/|q|)−2. Thus,

|WC (2, 1;�)|2 ≤
∞∑

r=N

∞∑

Cq:|p|<|q|=r

∣
∣B

(
Cq, �(|q|))∣∣

�
∞∑

r=N

∑

r<|q|≤r+1

|q|2 (�(|q|)/|q|)−2 (�(|q|)/|q|)4

=
∞∑

r=N

�(r)2
∑

r<|q|≤r+1

1 �
∞∑

r=N

r3�(r)2.

Here, we follow an argument from [13, Th. 386] to conclude that
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∑

r<|q|≤r+1

1 � r3.

Now, since the sum
∑∞

r=N r3�(r)2 < ∞, the tail of the series can bemade arbitrarily
small. Hence, by the Borel–Cantelli lemma, |WC (2, 1;�)|2 = 0.

The divergence case of the above theorem can similarly be proved by following
arguments as in the real case. More precisely, one would need to utilise the ubiquity
framework to extend [1, Theorem 7] for the linear forms setup. Theorem4 would
again be used to prove the ubiquity lemma.

3.4 Proofs of Theorems6 and 7

The proofs of Theorems6 and 7 are very similar to the proofs of Theorems4 and 5,
respectively, with obvious modifications, and therefore are not given here.

4 Applications to Interference Alignment

Theorems3 and 7 can be used to obtain several fascinating results in the field of Infor-
mation Theory. These result are comprehensively discussed in another manuscript
by the authors in [28]. Here, we provide basic setups to show how the new theorems
(in particular Theorem 3) can be applied in communication systems to achieve the
best performance in terms of achievable rates.

Let (−Q, Q)Z = (−Q, Q) ∩ Z be the set of integers between −Q and Q. In our
model of a point to point communication system, a user selects and transmits a number
x ∈ (−√

P,
√
P) to a receiver where a number y is received as y = x + z. Here P

is a power constraint which limits the maximum allowable transmittable absolute
values and z is a normal random variable. For simplicity, we assume it to have zero
mean and unit variance. The receiver attempts to recover x from the observed number
y. In [29], it is shown that there exists a communication strategy such that the receiver
can recover the original number with high probability if x ∈ 2Z ∩ (−√

P,
√
P). The

ability of the recovery comes from the fact that the selected points for x haveminimum
distance two, which is comparable to the noise variance which is one. The receiver in
fact is able to distinguish with high probability between the points if an appropriate
coding strategy is used. In this way, one can transfer roughly 0.5 log2 P bits to the
receiver. This is due to fact that there are

√
P possible points in 2Z ∩ (−√

P,
√
P)

which can be indexed by 0.5 log2 P bits.
In a Multiple Access Channel (MAC), a set of users sends information to a single

receiver. Assuming availability of three users the received signal can be denoted by
y = x1 + ax2 + bx3 + z, where z is a normal random variable with zero mean and
unit variance. xi for i ∈ {1, 2, 3} is the transmitted number from the i th user. Similar
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to the point to point system, the receiver can recover the combination x1 + ax2 + bx3
if theminimumdistance between all possible combinations is greater than two. Let us
assume xi selects its numbers according to 2P1/3

Z ∩ (−P1/6, P1/6). If the receiver
can recover the transmitted signals from all the users, then the i th user can transmit
1
6 log2 P bits to the receiver. It is sufficient to compute the minimum distance called
dmin and shows that it is greater than or equal to a constant. From the selected points,

dmin = 2P1/3 × min |u1 + au2 + bu3|,

where ui are integers in (−2P1/6, 2P1/6). Here, the Khintchine–Groshev theorem
comes to play as it provides a lower boundon theminimumdistance. The convergence
part of the theorem implies that there exists a constant κ > 0 such that for almost all
a and b

|u1 + au2 + bu3| >
κ

P1/3
.

In this way, the minimum distance is at least κ and being a constant number shows
that the receiver can decode the messages of all users.

Next, we consider a communication scenario where the direct application of the
Khintchine–Groshev theorem cannot provide the best achievable rate and, therefore,
Theorem3 is needed to attain the capacity of the system. In particular, we consider
a MAC with three single-antenna users and a two-antenna receiver. The channel can
be modelled by

{
y1 = x1 + ax2 + bx3 + z1,
y2 = x1 + âx2 + b̂x3 + z2,

(9)

where z1 and z2 are normal random variables with zero means and unit variances.
Since the capacity region of this channel is fully characterised, it can be shown
without difficulty that each user can transmit 1

3 log2 P bits to the receiver. The naive
application of theKhintchine–Groshev theorem results in a shortcoming in achieving
this rate. To see this, let us assume that all three users communicate with the receiver
using a single data stream. The data streams are modulated by the constellation
U = AZ ∩ (−Q, Q)Z, where A is a factor controlling the minimum distance of the
received combinations.

The received combination, which is a set of points in a two-dimensional space,
consists of points (v, v̂) such that v = A(u1 + au2 + bu3) and v̂ = A(u1 + âu2 +
b̂u3), where ui ’s are members ofU. Let us choose two sets of distinct points (v1, v̂1)

and (v2, v̂2) in the received signal. The Khintchine–Groshev theorem provides a
lower bound on any linear combination of integers. It also provides some bound
on the distance between any integer vector and the linear combination of rationally
independent vectors. Using the Khintchine–Groshev theorem (Theorem2 for m =
2, n = 1), one can obtain dmin ≈ A

Q2 , where dmin is the minimum distance in the
received combination, for precise calculation ofmin distancewe refer to [29, Sect.A].
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Borrowing from the results in [29], the noise can be removed if dmin is constant.
Hence, it is sufficient to have A ≈ Q2. In a noise-free environment, each receiver
antenna can decode the three messages if there is a one-to-one map from the received
constellation to the transmit constellations. Mathematically, one can satisfy the sepa-
rability condition by enforcing the following: each received antenna is able to decode
all three messages, if the channel coefficients associated with that antenna are ratio-
nally independent. In the abovemultiple access channel, for instance, the receiver can
decode all messages by using the signal from the first antenna if u1 + au2 + bu3 = 0
has no non-trivial solution in integers for u1, u2 and u3.

User i’s rate is equal to log2(2Q − 1). Because of the power constraint, P =
A2Q2. It was shown earlier that A ≈ Q2. Therefore, P ≈ Q6. Hence, the achievable
rate is 1

6 log2 P bits.
The reason for this loss of rate comes from the poor estimate of the minimum

distance obtained from the classical Khintchine–Groshev theorem. In Theorem 3,
we have obtained a better bound on the minimum distance in (9) as the equations
have constraints similar to (4). Therefore, the minimum distance can be obtained as
dmin ≈ A√

Q
and similar calculations reveal that 1

3 log2 P bits can be transmitted from
each user and decoded by the receiver. In this way, the capacity of the channel is
achieved. For a detailed description of this application, we refer the reader to our
paper [28].
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Improved Bounds on Brun’s Constant

Dave Platt and Tim Trudgian

Dedicated to the memory of Jon Borwein

1 Introduction

Brun [4] showed that the sum of the reciprocals of the twin primes converges. That
is, if P2 denotes the set of primes p such that p + 2 is also prime, the sum B :=∑

p∈P2
1/p + 1/(p + 2) is finite.

Various estimates for Brun’s constant have been given based on calculations of
π2(x), where π2(x) denote the number of twin primes not exceeding x—see Brent
[3, pp. 50–53] and Klyve [7, Table 1.2.3] for some historical references. Brent [3]
computed π2(8 · 1010) = 182 855 913, and, conditional on some assumptions about
the random distribution of twin primes, conjectured that

B = 1.9021604 ± 5 · 10−7. (1)
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Additional computations were performed by Gourdon and Sebah [16] and Nicely1

[11], who showed
π2(2 · 1016) = 19 831 847 025 792. (2)

Additionally, Nicely conjectured that

B = 1.902160583209 ± 0.000000000781. (3)

As far as we are aware the most comprehensive results on the enumeration of π2(x)
are by Oliveira e Silva [12], who computed π2(k · 10n) for k = 1, . . . , 10 000 and
n = 1, . . . , 14 and π2(k · 1015) for k = 1, . . . , 4 000.

Some explanation is required for these conjectured bounds in (1) and (3). These
results are not strict error bounds, but rather, confidence intervals (in the proba-
bilistic sense). One can obtain a lower bound on B by merely summing B(N ) :=∑

p∈P2,p≤N 1/p + 1/(p + 2) for large values of N . One can then plot this as a func-
tion of N , make assumptions about the random distribution of twin primes, and try
to ascertain the rate of convergence. This is what has been done by Brent, Nicely,
and others.

It is another matter to ask for a rigorous upper bound for Brun’s constant; clearly
computing the sum B(N ) for any N gives a lower bound. The first upper bound
appears to be B < 2.347 as stated by Crandall and Pomerance [5]. A proof of this
is given in a thesis by Klyve [7] who also shows that under the assumption of the
Generalised Riemann Hypothesis we have B < 2.1754.

It is perhaps curious that the method of Crandall and Pomerance produces an
upper bound for B that depends on the lower bound. When one increases N , the
corresponding increase in B(N ) yields a better upper bound for B.

In this paper we do two things: we compute B(N ) for a larger N than was done
previously, and using some optimisation improve the upper bound for B. The result
is

Theorem 1 1.840503 < B < 2.288490.

The previous best lower bound was computed by Nicely [11], who, using his
calculations of (2) showed that B(2 · 1016) > 1.831808. We remark that the lower
bound of B(1016) > 1.83049 by Gourdon and Sebah [16] was used by Klyve.

In Section 4.1 we give details of using the tables by Oliveira e Silva in [12] to
compute B(4 · 1018). This proves the lower bound in Theorem 1. We remark here
that this computation on its own would give an upper bound of 2.292 in Theorem 1.

In §2 we list two results in the literature, one an explicit bound on a sum of
divisors, and another an improvement on a sieving inequality used by Montgomery

1We cannot resist referencing an anecdote from Jon Borwein (and his co-authors). Nicely’s calcu-
lations on Brun’s constant are mentioned in [2, p. 40]. Nicely discovered a bug in an Intel Pentium
chip, which, according to [2] ‘cost Intel about a billion dollars’ although the actual amount written
off was a mere US$475 million. We believe Jon would have seen this as an excellent application of
pure mathematics in the modern world.
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and Vaughan [9]. In §3 we introduce Riesel and Vaughan’s bounds for π2(x). Finally,
in §4 we perform our calculations that prove the upper bound in Theorem 1, and
outline some of the difficulties facing future investigations into this problem.

2 Preparatory Results

We require two results from the literature. The first is an explicit estimate on∑
n≤x d(n)/n, where d(n) is the number of divisors function; the second is a large-

sieve inequality.

2.1 Bounds on the Number of Divisors

The classical bound on
∑

n≤x d(n) and partial summation show that

∑

n≤x

d(n)

n
∼ 1

2
log2 x . (4)

It is also possible to give an asymptotic expansion of the above relation. First, for k
a non-negative integer, define the Stieltjes constants γk as

γk = lim
N→∞

{

− (log N )k+1

k + 1
+

∑

n≤N

(log n)k

n

}

.

Here γ0 = γ , which is Euler’s constant. In what follows we only need the following
bounds: more precision is possible, but the estimates in (5) are more than sufficient.

0.5772156 < γ0 < 0.5772157, −0.0728159 < γ1 < −0.0728158. (5)

Riesel and Vaughan give a more refined estimation of (4), namely, if

E(x) =
∑

n≤x

d(n)

n
− 1

2
log2 x − 2γ0 log x − γ 2

0 + 2γ1, (6)

then by Lemma 1 [14]

|E(x)| < 1.641x−1/3, (x > 0). (7)
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We note that an improvement is claimed in Corollary 2.2 in [1], which gives

|E(x)| < 1.16x−1/3, (x > 0).

This, however, appears to be in error, since, as shown in [14, p. 50] the error |E(x)|x1/3
has a maximum of−1.6408 . . . around 7.345 · 10−4. We also note that one only need
prove a result like (7) for x ≥ 1 to follow the proof of Lemma 2 in [14]. (We thank
Richard Brent and the anonymous referee for pointing this out.) Finally, it is possible
to improve (7) by choosing an exponent smaller than −1/3. We will use −2/5 so we
require a lemma.

Lemma 1 Let E(x) be as in (6). Then, for all x ≥ 1we have |E(x)| ≤ 0.6877x−2/5.

Proof We proceed as in the proof of Lemma 1 in [14]. There, the authors consider
three ranges, x ≥ 2, 1 ≤ x < 2 and 0 < x < 1. The idea with such a proof is by
considering sufficiently many ranges, one can show that the global maximum of
|E(x)|xα occurs in 0 < x < 1. By reducing α we reduce this maximum value. We
find that writing (1,∞) as the union of [n, n + 1) for 1 ≤ n ≤ 7 and [8,∞] keeps
the other contributions sufficiently small. The maximum value is at x = 6−, which
establishes the lemma. �

We remark that the proof is easily adaptable to finding, for a given α, the optimal
constant c = c(α) such that |E(x)|xα ≤ c for all x ≥ 1. However, as we show in
§4.3, the effects of further improvements are minimal.

2.2 A Large Sieve Inequality

Riesel and Vaughan make use of the following, which is Corollary 1 in [9].

Theorem 2 (Montgomery and Vaughan) Let N be a set of Z integers contained in
[M + 1, M + N ]. Letω(p) denote the number of residue classes mod p that contain
no element of N . Then Z ≤ L−1, where

L =
∑

q≤z

(

N + 3

2
qz

)−1

μ2(q)
∏

p|q

ω(p)

p − ω(p)
, (8)

where z is any positive number.

Actually, Theorem 2 is derived from the investigations of Montgomery and Vaughan
into Hilbert’s inequality2. Specifically, Theorem 2 follows from Theorem 1 in [10].

2We were reminded by the referee that Jon Borwein had worked on Hilbert’s inequality, although
we do not believe his results to be applicable here.
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That result was improved by Preissmann [13]. The upshot of all this is that Preiss-
mann’s work allows one to take ρ = √

1 + 2/3
√
6/5 ≈ 1.315 . . . in place3 of 3/2

in (8).
Riesel and Vaughan choose z = (2x/3)1/2 in (8). With Preissman’s improvement

we set z = (x/ρ)1/2; it is trivial to trace the concomitant improvements.

3 Riesel and Vaughan’s Bounds on π2(x)

Riesel and Vaughan give a method to bound π2(x). Actually, their method is much
more general and can bound the number of primes p ≤ x such that ap + b is also
prime. We present below their method for the case of interest to us, namely, that of
a = 1, b = 2. One may also consult [17]—we thank Olivier Ramaré for making us
aware of this.

We first let C denote the twin prime constant

C = 2
∏

p>2

p(p − 2)

(p − 1)2
. (9)

Note that in some sources the leading factor of 2 may be absent. Wrench [18] com-
puted C to 45 decimal places. For our purposes the bound given by Riesel and
Vaughan below is sufficient

1.320323 < C < 1.320324.

Lemma 2 For any s > −1/2 we define H(s) by

H(s) =
∞∑

n=1

|g(n)|
ns

,

where g(n) is a multiplicative function defined by

g(pk) = 0 for k > 3, g(2) = 0, g(4) = −3/4, g(8) = 1/4,

g(p) = 4

p(p − 2)
, g(p2) = −3p − 2

p2(p − 2)
, g(p3) = 2

p2(p − 2)
, (when p > 2).

3We remark that Selberg conjectured that (8) holds with 1 in place of 3/2. It seems difficult to
improve further on Preissmann’s work.
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Now define the constants Ai by

A6 = 9.27436 − 2 log ρ

A7 = −5.6646 + log2 ρ − 9.2744 log ρ

A8 = 16Cc(α)H(−α)ρα/2

A9 = 24.09391ρ1/2,

where c(α) is such that |E(x)|xα ≤ c(α) for all x > 0. Now let

F(x) = max

{

0, A6 + A7

log x
− A8

xα/2 log x
− A9

x1/2 log x

}

. (10)

Then

π2(x) <
8Cx

(log x)(log x + F(x))
+ 2x1/2. (11)

Proof See [14], equation (3.20). �

This leads directly to the following lemma.

Lemma 3 Let F(x) be defined in (10). Choose x0 large enough so that F(x0) > 0
and set

B(x0) =
∑

p∈P2
p≤x0

1

p
+ 1

p + 2
.

Then

B ≤ B(x0) − 2
π2(x0)

x0
+

∞∫

x0

16C

t log(t)(log(t) + F(t))
+ 4t−

3
2 dt.

Proof We start from

B ≤ B(x0) +
∑

p∈P2
p>x0

2

p
= B(x0) + 2

∞∫

x0

dπ2(t)

t
,

integrate by parts and apply Lemma 2. �

Riesel and Vaughan calculate H(−1/3) so that they may use (7); we proceed to give
an upper bound for H(−2/5) in order to use Lemma 1.

Lemma 4 Let H be as defined above, then

H

(

−2

5

)

< 950.05.
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Proof Write

g(2, s) = log

(

1 + 3

4
2−2s + 1

4
2−3s

)

and for t > 2

g(t, s) = log

(

1 + 4

t (t − 2)
t−s + 3t + 2

t2(t − 2)
t−2s + 2

t2(t − 2)
t−3s

)

so that for s > −1/2 we have the Euler product

H(s) = exp

[
∑

p

g(p, s)

]

.

Now fix P > 2 and split the sum into

S1(P, s) =
∑

p≤P

g(p, s)

and
S2(P, s) =

∑

p>P

g(p, s).

Then by direct computation using interval arithmetic we find

S1

(

1010,−2

5

)

= 6.8509190277 . . . .

To estimate S2 we write

∑

p>P

g(p, s) =
∞∫

P

g(t, s)dπ(t) ≤
∞∫

P

log
(
1 + k1t

− 6
5

)
dπ(t),

where k1 is chosen so that log
(
1 + k1t−

6
5

)
≥ g

(
P,− 2

5

)
. For P = 1010 we find that

k1 = 3.000403 will suffice. We then integrate by parts to get

S2

(

P,−2

5

)

≤ − log
(
1 + k1t

− 6
5

)
π(P) + 6

5

∞∫

P

k1
t11/5 + k1t

π(t)dt.

We compute the first term using π
(
1010

) = 455 052 511 and for the second term we
note that for x ≥ P we have
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π(x) ≤ x

log x

(

1 + 1.2762

log P

)

= k2
x

log x
.

The integral is now

6

5
k1k2

∞∫

P

dt

log t
(
t6/5 + k1

) ≤ 6

5
k1k2

∞∫

P

dt

t6/5 log t
= −6

5
k1k2Ei

(

− log P

5

)

,

where Ei is the exponential integral

Ei(x) = −
∞∫

−x

exp(−t)

t
dt.

Putting this all together we have

S1

(

1010,−2

5

)

+ S2

(

1010,−2

5

)

< 6.8509191 − 0.0013653 + 0.0069531

= 6.8565069

and thus H
(− 2

5

)
< 950.05. �

4 Calculations

We now have everything we require to prove Theorem 1. We first proceed to the
lower bound.

4.1 Computing B(4 · 1018): The Lower Bound in Theorem 1

We first note the following.

Lemma 5 We have

π2
(
4 · 1018) = 3 023 463 123 235 320.

Proof See [12], table ‘2d15.txt’. �

Furthermore, typical entries in the tables in [12] (‘2d12.txt’ for this example) look
like

1000d12 1177209242304 1177208491858.251 . . .
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1001d12 1178316017996 1178315253072.811 . . . ,

where the second column gives the count of prime pairs below the value given
in the first column, interpreting, for example, ‘1001d12’ as 1001 · 1012. From this
we conclude that there are 1 178 316 017 996 − 1 177 209 242 304 = 1 106 775 692
prime pairs between 1000 · 1012 and 1001 · 1012. The contribution these will make
to the constant B is at least

1 106 775 692 × 2

1001 · 1012 > 1.0567 · 10−6

and at most

1 106 775 692 × 2

1000 · 1012 < 1.0678 · 10−6.

We take the value of B(1012) ∈ [1.8065924, 1.8065925] from [11] and add on the
contributions from the entries in the tables from [12] to conclude the following.

Lemma 6
B

(
4 · 1018) ∈ [1.840503, 1.840518].

We note that the lower bound in Theorem 1 follows from Lemma 6. We note further
that we are ‘off’ by at most 1.5 · 10−5, which shows that there is limited applicability
for a finer search of values of π2(x) for x ≤ 4 · 1018.

4.2 The Upper Bound in Theorem 1

We shall use Lemma 3 to bound B. Using s = −2/5 to get H(−2/5) < 950.05
(Lemma 4) and c(2/5) < 1.0503 (Lemma 1) we get

A6 > 8.72606, A7 > −8.13199, A8 < 14580.01753, A9 < 27.63359.

We chose x0 = 4 · 1018 so that π2(x0) = 3 023 463 123 235 320 (Lemma 5) and
B(x0) < 1.840518 (Lemma 6). This leaves the evaluation of

∞∫

x0

dt

t log t (F(t) + log t)
.

We proceed using rigorous quadrature via the techniques of Molin [8] implemented
using the Arb package [6] to compute
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exp(20 000)∫

x0

dt

t log t (F(t) + log t)

and then we bound the remainder by

∞∫

exp(20 000)

dt

t log t (F(t) + log t)
≤

∞∫

exp(20 000)

dt

t log2 t
= 1

20 000
.

This establishes Theorem 1.

4.3 Potential Improvements

We close this section by considering potential improvements whilst still relying on
Riesel and Vaughan’s method. One approach is to attempt to improve the constants
Ai . A second would be to compute B(x0) for larger values of x0 than the 4 · 1018
used above.

4.3.1 Improving the Constants Ai

In the following, all calculations were done with x0 = 4 · 1018, cutting off at
exp(20 000), and using Preissmann’s value for ρ in §2.2.

1. The ‘2’ that appears in (11) is a result of the term 2π(z) + 1 appearing on
[14, p. 54]. With the choice of z = (x/ρ)1/2, and using the bound π(x) <

1.25506x/ log x from Rosser and Schoenfeld [15, (3.6)], we could replace the
2 by

x−1/2
0 + 5.03

ρ1/2 log x0
ρ

= 0.10305 . . . .

2. We can replace the constant A9 by 19.638ρ1/2 < 22.523 by a careful examination
of the final part of the proof of Lemma 3 in [14].

3. We could investigate other versions of Lemma 1. This would have the effect of
reducing A8. It should be noted that for larger values of α one can obtain smaller
constants c(α) at the expense of a larger, and more slowly converging, H(−α).
We did not pursue the optimal value of α.

However, we observe that setting A6 = 9.27436 (that is, assuming Selberg’s con-
jecture, in the footnote on page 399, that ρ = 1), setting A7 = A8 = A9 = 0 and
deleting the x1/2 term from (11) altogether only reduces the upper bound for B to
2.28545 . . ..
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Table 1 Projected upper bounds on B

k B(10k) π2(10k) Upper bound for B

19 1.84181 7.2376 · 1015 2.2813

20 1.84482 6.5155 · 1016 2.2641

80 1.8878 3.9341 · 1075 1.9998

4.3.2 Increasing x0

Knowledge of B(x0) and π2(x0) for larger x0 would allow us to further improve on
our bounds for B. To quantify such improvements, recall that results such as (1) and
(3) are obtained by assuming the Hardy–Littlewood conjecture, namely,

π2(x) ∼ C
∫ x

2

dx

log2 x
, (12)

(where C is the twin prime constant in (9)), and assuming properties on the distribu-
tion of twin primes. This leads to the hypothesis that

B(n) ≈ B − 2C

log n
. (13)

Using (12) and (13), one can ‘predict’ the value of π2(10k) and B(10k) for higher
values of k. Of course one can object at this point: we are assuming a value of B in
order to obtain an upper bound on B! A valid point, to be sure. The purpose of this
commentary is instead to show that without new ideas, this current method is unlikely
to yield ‘decent’ bounds on B even using infeasible computational resources.

We ran the analysis from §4 (not optimised for each k) to obtain the following
Table1.

Therefore, proving even that B < 2 is a good candidate for the 13th Labour of
Hercules, a man referenced frequently in puzzles by the late Jon Borwein.

Acknowledgements We wish to thank Richard Brent, Tomás Oliveira e Silva, Carl Pomerance,
Olivier Ramaré and the anonymous referee for their comments and contributions.
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Extending the PSLQ Algorithm
to Algebraic Integer Relations

Matthew P. Skerritt and Paul Vrbik

1 Introduction

The Euclidean algorithm for real numbers [7, BookX, Prop 3] is perhaps the simplest
example of an integer relation algorithm. Given a, b,∈ R the algorithm computes
g ∈ R such that a = mg and b = ng for somem, n ∈ Z. If we let s = n and t = −m
then we have found the relation as + bt = 0. It was Ferguson and Forcade’s efforts
to generalise this to the case where a1, . . . , an ∈ R in 1979 [5] that eventually led to
the pslq algorithm by Ferguson and Bailey in 1991 [4].

This general case is attractive. One may determine if a number α is algebraic
by finding an integer relation for

(
α0, α1, . . . , αn

)
for some n ∈ N. Furthermore,

searching for such relations involving π led to the discovery of the Bailey–Borwein–
Plouffe (bbp) formula [2].

A further extension of the integer relation problem is from real numbers and
integers to complex numbers and Gaussian integers respectively. This extension was
shown to be handled by the pslq algorithm in the 1999 paper by Ferguson, Bailey
and Arno [6] in which they analysed the algorithm and proved bounds on the number
of iterations required to find a relation. The complex case is rarely mentioned in
the literature, although we note that it is handled by Maple’s implementation of the
algorithm.
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The integer relation cases handled by the pslq algorithm are covered by the
following definition.

Definition 1 (Integer Relation) Let F ∈ {R,C}, and let

O =
{
Z if F = R

Z[√−1] if F = C.

For x ∈ F
n , an integer relation of x is a vector a ∈ On , a �= 0, such that a1x1 + · · · +

anxn = 0.

We will further generalise the integer relation problem in this paper. In order to talk
about the algorithm in more generality we will use the following notation.

Notation 1 (F,O) When discussing pslq and our generalisations we will denote
by F the field from which the input to the algorithm is taken, and by O the ring of
integers from which the elements of the integer relation belong.

Observe that for the linear combination property of an integer relation to be well
defined, it must be the case thatO ⊂ F. As such, wemay consider the notion a nearest
integer to a given element of the field. This is important for the pslq algorithm.

Definition 2 (Nearest Integer) Let x ∈ F. An integer a ∈ O is a nearest integer to
x if |x − a| is minimal. We consider a function �·� : F → O to be a nearest integer
function if it maps each x ∈ F to one of its nearest integers. When the ring of integers
needs to be specified, we will denote a nearest integer function by �·�O.

1.1 Algorithm Overview

We provide a high-level description of the unmodified pslq algorithm which is
sufficient to understand the modifications we have made. For an alternative and
slightly more detailed introduction the reader is referred to Straub [10].

We show the mathematical details of the algorithm, but omit many technical con-
siderations needed for a practical and effective implementation. Details and analysis
suitable for a practical implementation can be found in the literature, in particular:
Borwein [3], and Bailey and Broadhurst [1].

The pslq algorithm has parameters τ , γ , and ρ that must satisfy

1

ρ
≥|x − �x�| ∀x ∈ F (1)

1 < τ ≤ ρ (2)

1

τ 2
= 1

γ 2
+ 1

ρ2
(3)
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in order to establish runtime bounds on the algorithm [6].
For a given F, so long as O is a lattice, there exists ρ such that the inequality (1)

is sharp. Using this value for ρ gives the most flexibility with the other parameters.
From (3) we see that τ → ρ as γ → ∞ and that for fixed ρ there will be a greatest
lower bound for γ such that τ > 1.

Definition 3 (γ1 ) Let ρ be such that (1) is sharp. Then γ1 is the value of γ that
satisfies 1 = 1/γ 2 + 1/ρ2.

We use the value of ρ such that (1) is sharp, and choose any γ > γ1. So long as ρ >
1 (i.e., 1/ρ < 1) then all three conditions will be satisfied.

Note that when F = R and O = Z then the above strategy gives ρ = 2 and γ1 =√
4/3. This value of γ1 is precisely the lower bound of γ given in the literature.
Similarly when F = C and O = Z[√−1] (i.e., Gaussian integers) then ρ = √

2
and γ1 = √

2. This is precisely the bound on γ given in the literature for the complex
case.

The pslq algorithm is presented in Algorithm 1, below. In order to make sense
of it, we need the following definitions.

Definition 4 (Lower Trapezoidal) Let H = (
hi, j

)
be an m × n matrix. If hi, j = 0

whenever j > i then H is lower trapezoidal.

Note that a lower trapezoidal square matrix is exactly a lower triangular matrix.

Definition 5 (Hx ) Let x ∈ F
n . Then the n × (n − 1) matrix Hx = (

hi, j
)
is defined

by

hi, j =

⎧
⎪⎨

⎪⎩

0 if i < j

si+1/si if i = j

−xi x j/(s j s j+1) if i > j

where si =
√√√√

n∑

k=i

xk xk .

Note that the complex conjugates are needed for full generality to cope with the
complex case. Often the literature will present only the real case of pslq in which
case xkxk = x2k and is reported as such. Similarly for the conjugates in Definition 7,
below.

Definition 6 (HermiteReduction DH )Let A = (ai, j ) be a lower trapezoidalm × n
matrix with a j, j �= 0 for all j . Then the m × m matrix DA = (di, j ) where

di, j =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 if i < j

1 if i = j⎡

⎢⎢⎢

−1

a j, j

i∑

k= j

di,kak, j

⎥⎥⎥
⎦ if i > j

is the reducing matrix of A. The matrix DA A is the Hermite reduction of A.
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Observe that DH is a lower triangular matrix containing invertible integers on its
diagonal. It is therefore an invertible matrix whose inverse is also integer valued.

Definition 7 (Q[A,k]) Let A = (ai, j ) be an m × n matrix with m > n, and let 1 ≤
k ≤ n. Let β = ak,k , λ = ak,k+1, and δ =

√
ββ + λλ Then the n × n block diagonal

matrix

Q[A,k] =
{
In if k = n
(
qi, j

)
otherwise

where
(
qi, j

)
is the block diagonal matrix with submatrix

(
qk,k qk,k+1

qk+1,k qk+1,k+1

)
= 1

δ

(
β −λ

λ β

)

and 1’s for all other diagonal entries.

Observe that multiplication on the right by Q[A,k] changes only columns k and k + 1
in away that is effectivelymultiplying those columns as a submatrix by the submatrix
explicitly stated in the definition.

When used in Algorithm 1 (line 8) Q[H ′,r ] is an orthogonal matrix. The swapping
of rows that occurs in the prior steps will usually cause H ′ to cease to be lower
trapezoidal. The postmultiplication with Q[H ′,r ] ensures that H ′ is once again lower
trapezoidal [3, 6]. The only case where the row swap does not remove the lower
trapezoidal property of H ′ is when r = n − 1 in which case Q[H ′,r ] is the identity
matrix and so H ′ is unaffected.

Finally, we use the following notation to refer to rows and columns of matrices,
when needed.

Notation 2 (colk, rowk) For a matrix M we denote by colk(M) the kth column of
M and by rowk(M) the kth row of M.

After each iteration the value 1/max |H ′
r,r | is a lower bound for the norm of any

integer relation of x . Furthermore if a is the integer relation found by the algorithm,
then ‖a‖ ≤ γ n−2M where M is the norm of the smallest possible integer relation [6,
Theorem 3].

Note that the algorithm as presented above does not terminate if there is no integer
relation for the input x . This can be remedied either by specifying termination after a
maximum number of iterations are performed, or after the lower bound for the norm
of an integer relation exceeds some value.

The algorithm is exact if the individual steps can be performed exactly. That is
to say, if we could compute with all real numbers exactly then the algorithm would
always calculate an integer relation if there is one to be found. Furthermore, it will
find an integer relation in a polynomially bounded number of iterations [3, 6]. In
practice, however, an implementation of the pslq algorithm must use floating-point
arithmetic and so numerical errormay prevent the detection of a valid integer relation.
Nonetheless, pslq has shown remarkable numerically stability.
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Algorithm 1. pslq
input : x ∈ F

n, γ > γ1
output: a ∈ On

1 algocf

/* Initialisation */
2 H ′ ← Hx/‖x‖ A ← In

/* Main Calculation */
3 repeat
4 H ′ ← DH ′ H ′ /* Hermite reduce H ′ */
5 A ← DH ′ A /* Update A */
6 r ← argmax1≤r≤n−1(γ

r |H ′
r,r |) /* Findr such thatγ r |H ′

r,r | is maximal */
7 rowr (H ′) ↔ rowr+1(H ′) /* Exchange rows r and r + 1 in H ′ */
8 rowr (A) ↔ rowr+1(A) /* Exchange rows r and r + 1 in A */
9 H ′ ← H ′ Q[H ′,r ] /* Make sure H ′ is lower trapezoidal */

10 until r = n − 1 and H ′
n−1,n−1 = 0

11 return coln(A−1)

Finally, we reiterate that the algorithm as presented here lacks the details needed
for practical numeric application. There are many optimisations that can, and should,
be implemented in order for an implementation to be effective. The interested reader
should consult the literature [1, 3].

1.2 Algebraic Number Theory

We introduce only enough algebraic number theory as is needed. The reader is
referred to the literature for a more thorough study [9, e.g.].

Definition 8 (Algebraic Number) A number α ∈ C is an algebraic number (or
simply algebraic) if it is a zero of a polynomial with rational coefficients.

Definition 9 (Algebraic Integer) A number α ∈ C is an algebraic integer if it is
a zero of a monic polynomial with integer coefficients. The ring of all algebraic
integers is denoted by A.

Definition 10 (Algebraic Extension) A field, K ⊃ Q, is an algebraic extension
field (or simply an algebraic extension) if k is algebraic for all k ∈ K.

We may now talk of the algebraic integers of a particular algebraic extension field.

Definition 11 Let K be an algebraic extension field. The ring of integers of K,
denoted OK, is the intersection K ∩ A of the extension field with the ring of all
algebraic integers.
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For the purposes of this paper we consider only simple quadratic extension fields.
That is, fields of the form Q[√D] := {q1 + q2

√
D | q1, q2 ∈ Q}. Without loss of

generality we may assume D ∈ Z is square free. The ring of integers of such fields
are known [9] to be O

Q[√D] = Z[ω] = {α + β ω | α, β ∈ Z} where

ω =
{√

D if D ≡ 2, 3 (mod 4)

(1 + √
D)/2 if D ≡ 1 (mod 4)

. (4)

2 Extension to Algebraic Integers

In order to extend pslq to allow for algebraic integers, we first establish the relation-
ship between algebraic integers, algebraic extension fields, and integer relations. We
want to generalise, and thus wish to encapsulate the cases already handled by the
existing theory.

A naïve strategy would be to replace F in Definition 1 with an arbitrary extension
field, and to replace O with the ring of integers of that extension field. However,
observe that the integers (Z) are not the ring of integers of the field of real numbers.
Similarly, the Gaussian integers (Z[√−1]) are not the ring of integers of the field of
complex numbers. So this strategy will not capture the pre-existing cases.

We instead generalise by introducing an intermediate extension field, according
to the following definition.

Definition 12 (Algebraic Integer Relation) Let x ∈ F
n andK ⊆ F be an algebraic

extension field. An algebraic integer relation of x is a vector a ∈ (OK)n , a �= 0, such
that a1x1 + · · · + anxn = 0.

Observe that algebraic integer relations are indeed a generalisation of integer rela-
tions. When F = R and K = Q (thinking of Q as a trivial extension field) then an
algebraic integer relation is also an integer relation satisfying Definition 1. The same
is true for the complex case when F = C and K = Q[√−1]).

Since we have stated above that we are only concerning ourselves with simple
quadratic extension fields, we correspondingly restrict our attention to algebraic
integer relations where K = Q[√D] is a quadratic extension field, and F is the
Archimedean norm closure of K (i.e., R if D ≥ 0 and C if D < 0).

2.1 Reduction

One approach to computing algebraic integer relations is to reduce the problem to
an integer relation problem. We may then solve the problem with an existing integer
relation finding algorithm, such as pslq.
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Observe that for α + β ω ∈ O
Q[√D] we have (α + β ω) x = α x + β (x ω). This

suggests a method of reduction.
Given an algebraic extension field Q[√D] ⊂ F, and input (x1, . . . , xn) ∈ F

n we
compute (x1, x1ω, . . . , xn, xnω)which we give as input to pslq producing an integer
relation

(
a′
1, . . . , a

′
2n

)
from which we attempt to reconstruct an algebraic integer

relation (a1, . . . , an) where ak = a′
2k−1 + a′

2kω.
When F = R it is straightforward to see that each ak ∈ O

Q[√D], and so the recon-
structed relation is, indeed, an algebraic integer relation.

However, when F = C the a′
k are Gaussian integers αk + βk i where αk, βk ∈ Z.

Then

ak = (α2k−1 + β2k−1 i) + (α2k + β2k i) ω = (α2k−1 + α2k ω) + (β2k−1 + β2k ω) i

which will not always be an algebraic integer in O
Q[√D].

Ideally, we want the a′
k to only ever be integer valued. In some cases, it may

be possible to transform
(
a′
1, . . . , a

′
n

)
into an equivalent (for the purposes of alge-

braic integer relation detection) integer-valued vector, such as dividing by a common
Gaussian integer divisor. We have not yet found a reliable way to detect such cases
in general.

2.2 Algebraic PSLQ

An alternative approach to computing algebraic integer relations is to modify the
pslq algorithm to compute them directly. We call this modified algorithm Algebraic
pslq, or apslq.

We observe that the reducing matrix is the source of integers in the algorithm.
The reducing matrix, in turn, relies on the nearest integer function. The theorems
bounding the number of iterations needed to find an integer relation rely only on the
τ, ρ, and γ parameters, the latter of which is arbitrarily chosen and the others of
which are determined by the properties of the integer lattice.

In order to utilise as much of the existing theory as possible, we replace the
nearest integer function in the computation of the reducing matrix with a nearest
algebraic integer function. Additionally, we require the specification of the inter-
mediate quadratic extension field as input to the algorithm. The algorithm remains
otherwise unmodified.

This immediately causes a problem. In the case of a real quadratic extension field
(when D > 0) the algebraic integers are dense in R. This leaves us without a well
defined nearest integer, and hence no integer lattice. We put this case away pending
further algorithmic modifications and restrict our attention to complex quadratic
extension fields D < 0.

In order to calculate the nearest integer for an arbitrary z ∈ C, we first rewrite
z = α + β ω and use α and β to compute �z�. There are two cases.
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When D ≡ 2, 3 (mod 4), then α = �(z) and β = �(z)/
√|D|. We have

�z� = �α�Z + �β�
Z ω

When D ≡ 1 (mod 4), then β = 2�(z)/
√|D| and α = �(z) − β/2. We have two

candidates for the nearest integer and choose the one which is closest to z.

�z� = �α�Z + �β� ω or �z� = �α + 1/2�Z + �β� ω

We bound |z − �z�| ≤ ε for all z ∈ C using the geometric properties of the lattices.

ε =
{

1
2

√|D| + 1 if D ≡ 2, 3 (mod 4)
1
4

|D|+1√|D| if D ≡ 1 (mod 4)

And so we can compute the corresponding value of ρ

ρ =
{

2√|D|+1
if D ≡ 2, 3 (mod 4)

4
√|D|

|D|+1 if D ≡ 1 (mod 4).

However, as |D| increases, the value of ρ decreases, and eventually ρ < 1 making it
impossible to satisfy condition (2), and causing γ1 to become complex. This leaves
us with D = −2, D = −3, D = −7, and D = −11 as the only values of D for which
the existing theory holds.

We will see that even when the conditions do not hold the algorithm can still be
effective (see Section 3.4, Table 5).

In this paper, we examine the efficacy apslq and the reduction method. We leave,
for now, the question of additional modifications which may handle the problems
described above.

3 Experimental Results

We tested the efficacy of the above two methods experimentally. To do so we used
Maple’s native pslq implementation for reduction, and our own implementation of
apslq (written inMaple). The code and results are available in a GitHub repository
[8].

Our implementation of apslq is described in Algorithm 2. Recall that for apslq
the matrices DH ′ are constructed using an algebraic nearest integer function.

The particulars are a little different from the algorithm presented in Section 1.1
(Algorithm 1). It is effectively the algorithm as described by Borwein [3, fig. B.5],
although we note that our implementation correctly handles the complex case as
described above, whereas the algorithm given by Borwein is specialised to the real
case.
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Algorithm 2. apslq
input : x ∈ F

n, D ∈ Z, γ ≥ 0, ε > 0,maxi > 0
output: A vector in On

K
(where K = Q[√D]) or FAIL

1 algocf

/* Initialisation */
2 y ← x/‖X‖ /* Normalise input vector */

3 H ′ ← DHy Hy B ← D−1
Hy

y ← y D−1
Hy

/* Initial Hermite reduction */

4 i ← 0 /* Loop counter */

/* Main Calculation */
5 repeat
6 r ← argmax1≤r≤n−1

(
γ r |H ′

r,r |
)

/* Find r s.t. γ r |H ′
r,r | is maximal */

7 rowr (H ′) ↔ rowr+1(H ′) /* Swap rows r and r + 1 in H ′ */
8 colr (B) ↔ colr+1(B) /* Swap columns r and r + 1 in B */
9 yr ↔ yr+1 /* Swap elements r and r + 1 in y */

10 H ′ ← H ′ Q[H ′,r ] /* Make sure H ′ is lower trapezoidal */
11 H ′ ← DH ′ H ′ /* Hermite reduce H ′ */
12 B ← B D−1

H ′ y ← y D−1
H ′ /* Update B and y */

13 k ← argmin1≤k≤n(|yk |) /* Find k s.t. |yk | is minimal */
14 i ← (i + 1) /* Increment loop counter */
15 until yk/‖colk(B)‖ < ε or i > maxi

16 if yk/‖colk(B)‖ < ε then return colk(B) else return FAIL

To understand the differences, first note that the matrix B is simply the matrix
A−1 from Algorithm 1. Each column of B is considered a possible integer relation
of x , and the vector y is kept updated so that y = (x/‖x‖) B. As such, if yk = 0
for some k, then colk(B) must be an integer relation for x/‖x‖ and thus also for
x . We terminate if we find such a relation, or if we exceed a specified number of
iterations. This relation, a say, will not necessarily have the properly ‖a‖ ≤ γ n−2M
that is guaranteed for a relation given by Algorithm 1, however.

Note that because we are performing numeric (floating point) computations we
are unlikely to exactly compute a 0 element in y. To detect termination, therefore,
we consider only the smallest |yk | as the best candidate for a linear combination, and
look to see if it is sufficiently close to 0 (i.e., less than some threshold ε). We scale
the value of |yk | by ‖colk(B)‖ in order to avoid missing a possible relation if the
norm the column of B is particularly large. For more details, the reader should refer
to Borwein [3, appendix 1].

3.1 Methodology

We created collections of instances of algebraic integer problems. Each collection,
referred to as a test set, consisted of 1000 algebraic integer relation problems.
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For each test set we chose a quadratic extension field K, a set of constants from
which we created each of the individual problems within the set, and a size for the
coefficients of any algebraic integers used as part of the individual problem creation.

We will speak of the choice of extension field in more detail when we describe
the results, below.

Two sets of constants were used: one containing real constants, the other complex.
The real set was

{
π k : k ∈ N, k ≤ 9

} ∪ {
ek : k ∈ N, k ≤ 9

} ∪ {
γ k : k ∈ N, k ≤ 9

}

∪ {sin k : k ∈ N, k ≤ 9} ∪ {log 2, log 3, log 5, log 7} .

The complex set was generated by randomly choosing an integer modulus between
1 and 9 for each integer argument from −9 to 9.

{
5 e−9 i , 4 e−8 i , 9 e−7 i , 5 e−6 i , 2 e−5 i , 9 e−4 i , 8 e−3 i , 3 e−2 i , 2 e−i ,

4, 4 ei , 5 e2 i , 2 e3 i , 7 e4 i , 6 e5 i , 3 e6 i , 3 e7 i , 5 e8 i , 5 e9 i
}
.

Each constant set was used in multiple test sets.
The size of the coefficients of the algebraic integers fell into two cases: small

(coefficients in the range [−9, 9] thus having exactly 1 decimal digit) and large
(coefficients in the range [−999999, 999999] thus having up to 6 decimal digits).

Once the above choices were made for a particular test set, the problems within
that set were randomly generated as follows:

1. Randomly choose an integer 2 ≤ k ≤ 10.
2. Randomly choose k constants, C1, . . . ,Ck , from the set of constants for the test

set.
3. For each Ci , randomly choose integers αi and βi within the specified size. Let

zi = αi + βi ω.
4. Let C0 = ∑k

i=1 ziCi .

The problem instance was the input vector x = (C0,C1, . . . ,Ck) which, by con-
struction, had algebraic integer relation a = (−1, z1, . . . , zk).

For each test set, we attempted to solve the problems within it using pslq, reduc-
tion, and/or apslq as appropriate. Our aim was to see if the algorithm could recover
the known algebraic integer relation from the input vector. Any algebraic integer
multiple of the known relation was considered to be an equivalent relation for this
purpose.

Test sets that used small coefficients for algebraic integers were tested using 75
decimal digits of floating-point precision. Test sets that used large coefficients were
tested using 175 decimal digits of floating-point precision.

The result of a computation on an individual test instancewas classified as outlined
in Table 1. We simply counted the number of occurrences of each result.

No unexpected results were found during our testing. This classification was
originally introduced in the testing of an early implementation as a result of an over-
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Table 1 Result Classifications

good The generated algebraic integer relation was recovered.

unexpected A different, correct algebraic integer relation was found.

bad An incorrect algebraic integer relation was found.

fail The algorithm produced no result.

sight in which log 2, log 3 and log 6 were together in some problems. This oversight
has since been corrected, yet it remains possible (although unlikely) that other unex-
pected relations may still be computed, so we keep the classification as a possibility.

To assess each result classification, we first note that a fail condition is immedi-
ate if no result is produced (usually because the maximum number of iterations was
exceeded). Assuming this is not the case, let a = (a1, . . . , an) be the computed alge-
braic integer relation. Let a = (−1, z1, . . . , zk) be the known relation from above.
Recall that we are considering any algebraic multiple of a to be correct and observe
that if a = λa then it must be the case that λ = −a1. We therefore look to see if
(−a1)a = a, and if so we diagnose a good result. If that is not the case, we then
test the computed algebraic integer relation to 1000 decimal digits of precision, and
if the result is within 10−998 of 0 we diagnose an unexpected result. If none of the
above apply, then we diagnose a bad result.

Observe that the problemwith the reconstructed relation for the reduction method
in the complex case as described in Section 2.1 is not addressed at all by this diagnosis
method. It is entirely possible that (−a1)a = a even if a1 is not a valid algebraic
integer for the extension field in question. We describe how we accounted for this
below (see Section 3.4).

When testing sets appropriate for apslqwe performed each computationmultiple
timeswith different values of γ and different thresholds for detecting integer relations
in A−1 (as described above). Specifically, we used γ = γ1, γ = 2.0, and γ = 3.0.
Note that although the strict conditions from Section 1.1 require γ > γ1 the choice
of γ = γ1 seems to be common in practice, and the results below do not seem to
suffer.

The thresholds used were 10−(d−1), 10−(d−4), and 10−(d−log10 n) where d is the
floating-point precision in decimal digits, and n is the number of elements in the
input vector. Note that the latter of these, copied fromMaple’s implementation, varies
slightly with the number of elements of the input vector. These different thresholds
made almost no differencewhatsoever. For the caseswhere there is no γ1 (see Table 5)
the latter threshold sometimes had one fewer good and one more fail result when
compared to the other thresholds. We do not consider this significant and report the
results for the first threshold (10−(d−1)) only.

The test sets fell into three broad categories, described separately in the subsections
that follow.
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Table 2 Direct comparison of pslq and apslq

Small Coefficients Large Coefficients

Field pslq Algebraic pslq pslq Algebraic pslq

γ = γ1 γ = 2.0 γ = 3.0 γ = γ1 γ = 2.0 γ = 3.0

Real Ci

Q 1000g 1000g 1000g 1000g 1000g 1000g 1000g 1000g

Q[√−1] 1000g 1000g 1000g 1000g 1000g 1000g 1000g 1000g

Complex Ci

Q[√−1] 1000g 1000g 1000g 1000g 1000g 1000g 1000g 1000g

3.2 Real and Complex PSLQ

We tested our implementation of apslq againstMaple’s pslq implementation for the
cases that pslqwas already known to work for. That is for the trivial caseK = Q and
the caseK = Q[√−1]. This testing acted as a sanity check that our implementation
was correct in the known cases.

The results are tabulated in Table 2. Note that it is impossible to create test sets
that use complex Ci and K = Q, so we were only able to test a single field with
complex constants.

3.3 Real Quadratic Extension Fields

For the real quadratic algebraic integer relationswe tested the following real quadratic
extension fields:

K = Q[√D] for D ∈ {2, 3, 5, 6, 7, 10, 11}.

Recall that apslq is not appropriate for these extension fields, so only the reduction
method was tested.

The results are tabulated in Table 3.We note that sincewe are testing real quadratic
extension fields we are in the case where F = R and so, as stated in Section 2.1,
we definitely have found algebraic integer relations. Contrast this to the complex
quadratic extension field testing, below.

3.4 Complex Quadratic Extension Fields

For the real quadratic algebraic integer relations we were able to test both the reduc-
tion method, and apslq. We tested the following complex quadratic extension fields:
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Table 3 Real quadratic fields, Real Ci

Field Small Coefficients Large Coefficients

Reduction apslq Reduction apslq

Q[√2] 1000g n/a 1000g n/a

Q[√3] 1000g n/a 1000g n/a

Q[√5] 1000g n/a 1000g n/a

Q[√6] 1000g n/a 1000g n/a

Q[√7] 1000g n/a 1000g n/a

Q[√10] 1000g n/a 1000g n/a

Q[√11] 1000g n/a 1000g n/a

Table 4 Complex quadratic fields with γ1

Small Coefficients Large Coefficients

Field Reduction Algebraic pslq Reduction Algebraic pslq

γ = γ1 γ = 2.0 γ = 3.0 γ = γ1 γ = 2.0 γ = 3.0

Real Ci

Q[√−2] 912g88f 1000g 1000g 1000g 952g48f 1000g 1000g 1000g

Q[√−3] 919g81f 1000g 1000g 1000g 923g77f 1000g 1000g 1000g

Q[√−7] 956g44f 1000g 1000g 1000g 949g51f 1000g 1000g 1000g

Q[√−11] 975g25f 1000g 1000g 1000g 981g19f 1000g 1000g 1000g

Complex Ci

Q[√−2] 911g1b88f 1000g 1000g 1000g 957g43f 1000g 1000g 1000g

Q[√−3] 904g96f 1000g 1000g 1000g 924g76f 1000g 1000g 1000g

Q[√−7] 939g61f 1000g 1000g 1000g 961g39f 1000g 1000g 1000g

Q[√−11] 979g21f 1000g 999g1f 1000g 975g2b23f 1000g 995g5f 1000g

K = Q[√D] for D ∈ {−2,−3,−5,−6,−7,−10,−11}.

As we have tested both reduction and apslq for these fields, we may compare the
relative efficacy of the two methods.

We accounted for the reduction problem described in Section 2.1 by checking to
see if the entries in the recovered relation consisted only of valid algebraic integers
from the appropriate field. This check was performed after the usual diagnosis, so
that we could compare these fail results with the originally diagnosed result. If any
entries were not appropriate algebraic integers then we changed the diagnosed result
to a fail and also recorded the old result. We note that all such fail results reported
for our reduction tests were initially good results.

The cases where D ∈ {−2,−3,−7,−11} are cases where γ1 exists and so the
three conditions (1), (2), and (3) from Section 1.1 are satisfied. These results are
summarised in Table 4. Both reduction and apslq perform superbly for these cases.
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Table 5 Complex quadratic fields without γ1
Small Coefficients Large Coefficients

Field Reduction Algebraic pslq Reduction Algebraic pslq

γ = 2.0 γ = 3.0 γ = 2.0 γ = 3.0

Real Ci

Q[√−5] 994g6f 997g3f 1000g 1000g 983g2b15f 992g2b6f

Q[√−6] 996g4f 997g3f 999g1f 998g2f 986g1b13f 996g1b3f

Q[√−10] 1000g 999g1f 999g1f 1000g 993g7f 994g6f

Complex Ci

Q[√−5] 995g5f 158g842f 187g813f 997g3f 164g836f 182g818f

Q[√−6] 999g1f 136g864f 143g857f 1000g 59g941f 60g940f

Q[√−10] 1000g 40g960f 42g958f 1000g 1000f 1000f

Observe that when testing the field Q[−11] with complex Ci and γ = 2.0 the
resultswere slightlyworse thanwhenγ = γ1. This is likely because for this fieldγ1 =√
22/2 > 2, so γ = 2.0 is too small to satisfy the required constraints in Section 1.1.

This supposition is strengthened by the observation that when γ = 3.0 >
√
22/2 the

results are good again.
We note a couple of bad results for the reduction method with complex Ci . In

none of these cases did apslq produce anything but a good result (if we ignore the
case described in the previous paragraph). Nonetheless, one or two bad results out
of a pool of one thousand is hardly a poor result.

The cases where D ∈ {−5,−6,−10} are cases where γ1 does not exist and so the
three conditions (1), (2), and (3) from Section 1.1 are not satisfied. These results are
summarised in Table 5.

Observe that for real Ci the results are mostly good, despite the algorithm con-
ditions not being satisfied. This is similar to the results for Q[√−11], highlighted
above, that also failed those conditions. Contrast these to the cases with complex Ci .

The cases with complex Ci perform exceptionally poorly for apslq. This ought
not be especially surprising since these fields do not satisfy the required conditions. It
is perhaps more remarkable that the results for the realCi case are so good. However,
the reduction method gives consistently good results. If we can find a way to reliably
find correct algebraic integer relations from the incorrect ones often given by this
method, it should prove to be remarkably robust.

4 Further Work

Further tests are being run which look more closely at the relationship between
integer coefficient size, input vector size, and the precision necessary to find an
integer relation. These tests also examine how the algorithm performs with problems
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consisting of extra constants than those that are known to be in the integer relation
(i.e., relations with constants whose coefficient will be 0 in the integer relation).

We suspect, based on some early proof-of-concept tests performed while imple-
menting apslq, that the reduction method will require more precision than apslq
for the same problem instance. The above further tests should quantify that if it is
correct.

Work is ongoing to find a theoretical framework with which to further modify
the apslq algorithm so that we may handle the real quadratic integer case, and the
complex quadratic integer cases that do not satisfy the requirements fromSection 1.1.

Work is also ongoing to ascertain amethod of reliably extracting algebraic integers
in the complex quadratic reduction case.
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Short Walk Adventures

Armin Straub and Wadim Zudilin

To the memory of Jon Borwein, who convinced us that a short
walk can be adventurous

1 Introduction

At some stages of our careers, we were approached by Jon Borwein to collaborate
on a theme that sounded rather off-topic to us, who had interests in number theory,
combinatorics and related special functions. Somewhat unexpectedly, the theme has
become a remarkable research project with several outcomes (including [9–11], to
list a few), a project which we continue to enjoy after the sudden loss of Jon…
This note serves as a summary to our recent discoveries that certain ‘probabilistic’
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techniques apply usefully to tackling difficult problems on the border of analysis,
number theory and differential equations; in particular, in evaluating multivariable
Mahler measures. Our principal novelties are given in Theorems 1–3; these include
hypergeometric reduction of the Mahler measures of the three-variable polynomials

1 + x1 + x2 + x3 + x2x3 and (1 + x1)
2 + x2 + x3,

as well as the (hypergeometric) factorisation of a related differential operator for the
Apéry-like sequence

n∑

k=0

(
n

k

)2(2k
k

)2

, where n = 0, 1, 2, . . . .

Echoing Jon’s ‘a short walk can be beautiful’ [8], we add that ‘a short walk can
be adventurous.’

2 Uniform RandomWalks

An N -step uniform randomwalk is a planar walk that starts at the origin and consists
of N steps of length 1 each taken into a uniformly random direction. Let XN be the
distance to the origin after these N steps. The s-th moments WN (s) of XN can be
computed [10] via the formula

WN (s) =
∫

· · ·
∫

[0,1]N
|e2π iθ1 + · · · + e2π iθN |s dθ1 · · · dθN

=
∫

· · ·
∫

[0,1]N−1
|1 + e2π iθ1 + · · · + e2π iθN−1 |s dθ1 · · · dθN−1

and are related to the (probability) density function pN (x) of XN via

WN (s) =
∫ ∞

0
xs pN (x) dx =

∫ N

0
xs pN (x) dx .

That is, pN (x) can then be obtained as the inverse Mellin transform of WN (s − 1).
Finally, note that the even momentsW3(2n) andW4(2n) (which are, clearly, positive
integers) can be identified with the odd moments of I0(t)K0(t)2 and I0(t)K0(t)3,
respectively, where I0(t) and K0(t) denote the modified Bessel functions of the first
and second kind. Namely, for n = 1, 2, . . . we have [6]

W3(2n) = 32n+3/2

π 22n n!2
∫ ∞

0
t2n+1 I0(t)K0(t)

2 dt
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and

W4(2n) = 42n+2

π2 n!2
∫ ∞

0
t2n+1 I0(t)K0(t)

3 dt.

3 Zeta Mahler Measures

For a non-zero Laurent polynomial P(x1, . . . , xN ) ∈ C[x±1
1 , . . . , x±1

N ], its zeta
Mahler measure [3] is defined by

Z(P; s) =
∫

· · ·
∫

[0,1]N
|P(e2π iθ1 , . . . , e2π iθN )|s dθ1 · · · dθN ,

and its logarithmic Mahler measure is

m(P) = dZ(P; s)
ds

∣∣∣∣
s=0

=
∫

· · ·
∫

[0,1]N
log |P(e2π iθ1 , . . . , e2π iθN )| dθ1 · · · dθN .

A straightforward comparison of the two definitions reveals that

WN (s) = Z(x1 + · · · + xN ; s) = Z(1 + x1 + · · · + xN−1; s)

and

W ′
N (0) = m(x1 + · · · + xN ) = m(1 + x1 + · · · + xN−1) =

∫ N

0
pN (x) log x dx,

(1)
where the derivative is with respect to s. The latter Mahler measures are known as
linear Mahler measures. The evaluations W ′

2(0) = 0,

W ′
3(0) = L ′(χ−3;−1) = 3

√
3

4π
L(χ−3; 2), W ′

4(0) = −14ζ ′(−2) = 7ζ(3)

2π2

are known [24], while the following conjectural evaluations, due to Rodriguez-
Villegas [13] and verified to several hundred digits [5], remain open:

W ′
5(0)

?= −L ′( f3;−1) = 6

(√
15

2π

)5

L( f3; 4),

W ′
6(0)

?= −8L ′( f4;−1) = 3

(√
6

π

)6

L( f4; 5),

where

f3(τ ) = η(τ)3η(15τ)3 + η(3τ)3η(5τ)3 and f4(τ ) = η(τ)2η(2τ)2η(3τ)2η(6τ)2
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are cusp eigenforms of weight 3 and 4, respectively. Here and in what follows,
Dedekind’s eta function

η(τ) = q1/24
∞∏

m=1

(1 − qm) =
∞∑

n=−∞
(−1)nq(6n+1)2/24, where q = e2π iτ ,

serves as a principal constructor ofmodular forms and functions. No similar formulae
are known for W ′

N (0) when N ≥ 7, though the story continues at a different level—
see [14, 30, 31] for details.

4 Generic Two-Step Random Walks

Let X1 and X2 be two (sufficiently nice, independent) random variables on [0,∞)

with probability density p1(x) and p2(x), respectively, and let θ1 and θ2 be uniformly
distributed on [0, 1]. Then X = e2π iθ1X1 + e2π iθ2X2 describes a two-step random
walk in the plane with a first step of length X1 and a second step of length X2. As in
[11, eq. (3-3)], an application of the cosine rule shows that the s-th moment of |X | is

W (s) = E(|X |s) =
∫ ∞

0

∫ ∞

0
gs(x, y)p1(x)p2(y) dx dy,

where

gs(x, y) = 1

π

∫ π

0
(x2 + y2 + 2xy cos θ)s/2 dθ.

Observe that

dgs(x, y)

ds

∣∣∣∣
s=0

= 1

π

∫ π

0
log

√
x2 + y2 + 2xy cos θ dθ = max{log |x |, log |y|},

so that, in particular,

Lemma 1 We have

W ′(0) = E(log |X |) =
∫ ∞

0

∫ ∞

0
p1(x)p2(y)max{log x, log y} dy dx .

Alternative equivalent expressions, that will be useful in what follows, include

E(log |X |) =
∫ ∞

0

∫ x

0
p1(x)p2(y) log x dy dx +

∫ ∞

0

∫ ∞

x
p1(x)p2(y) log y dy dx

= E(log X1) +
∫ ∞

0

∫ ∞

x
p1(x)p2(y)(log y − log x) dy dx

= E(log X2) +
∫ ∞

0

∫ x

0
p1(x)p2(y)(log x − log y) dy dx . (2)
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5 Linear Mahler Measures

Let N , M be integers such that N > M > 0. By decomposing an N -step random
walk into two walks with N − M and M steps, and applying Lemma 1 in the form
(2), we find that

W ′
N (0) = W ′

M(0) +
∫ N−M

0
pN−M(x)

(∫ x

0
pM(y)(log x − log y) dy

)
dx .

This formula, together with known formulae for the densities [10], like p1(x) =
δ(x − 1) (the Dirac delta function) and p2(x) = 2/(π

√
4 − x2) for 0 < x < 2, al-

lows one to produce new expressions for linear Mahler measures. Indeed, taking
M = 1 we get

W ′
N (0) =

∫ N−1

1
pN−1(x) log x dx (3)

(which can be also derived using Jensen’s formula), while M = 2 results in

W ′
N (0) =

∫ N−2

2
pN−2(x) log x dx + 1

π

∫ 2

0
pN−2(x)x · 3F2

( 1
2 ,

1
2 ,

1
2

3
2 ,

3
2

∣∣∣∣
x2

4

)
dx

(4)
(see also [20, eq. (2.1)]). Here, and in what follows, the hypergeometric notation

mFm−1

(
a1, a2, . . . , am

b2, . . . , bm

∣∣∣∣ z
)

=
∞∑

n=0

(a1)n(a2)n · · · (am)n

(b2)n · · · (bm)n

zn

n!

is used, where

(a)n = 	(a + n)

	(a)
=

{
a(a + 1) · · · (a + n − 1), for n ≥ 1,

1, for n = 0,

denotes the Pochhammer symbol (the rising factorial). Note that we deduce (4) from

∫ x

0
p2(y)(log x − log y) dy = x

π
· 3F2

( 1
2 ,

1
2 ,

1
2

3
2 ,

3
2

∣∣∣∣
x2

4

)
,

which is valid if 0 ≤ x ≤ 2.
Equations (3) and (4) and the formula

p4(x) = 2
√
16 − x2

π2x
Re 3F2

( 1
2 ,

1
2 ,

1
2

5
6 ,

7
6

∣∣∣∣
(16 − x2)3

108x4

)

obtained in [10, Theorem 4.9], provide the formulae
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W ′
5(0) = 7ζ(3)

2π2
− 1

π2

∫ 1

0

√
16 − x2 Re 3F2

( 1
2 ,

1
2 ,

1
2

5
6 ,

7
6

∣∣∣∣
(16 − x2)3

108x4

)
d(log2 x)

and

W ′
6(0) = 7ζ(3)

2π2
− 1

π2

∫ 2

0

√
16 − x2 Re 3F2

( 1
2 ,

1
2 ,

1
2

5
6 ,

7
6

∣∣∣∣
(16 − x2)3

108x4

)
d(log2 x)

+ 2

π3

∫ 2

0

√
16 − x2 Re 3F2

( 1
2 ,

1
2 ,

1
2

5
6 ,

7
6

∣∣∣∣
(16 − x2)3

108x4

)
· 3F2

( 1
2 ,

1
2 ,

1
2

3
2 ,

3
2

∣∣∣∣
x2

4

)
dx .

These single integrals can be used to numerically confirm the conjectural evaluations
of W ′

5(0) and W ′
6(0).

A similar application of Lemma 1, upon decomposing a 6-step walk into two
walks with 3 steps, yields the alternative reduction

W ′
6(0) = 2

∫ 3

0
p3(x) log x

(∫ x

0
p3(y) dy

)
dx, (5)

where [10]

p3(x) = 2
√
3x

π(3 + x2)
· 2F1

(
1
3 ,

2
3

1

∣∣∣∣
x2(9 − x2)2

(3 + x2)3

)
.

We discuss this formula further in Section 6.
Finally, we mention that equation (3) and a modular parametrisation of p4(x)

(which we indicate in Section 7) were independently cast in [23] to produce a double
L-value expression for W ′

5(0).

6 Modular Parametrisation of p3(x) and Related Formulae

Note that formula (5) can be written as

W ′
6(0) =

∫ 3

0
log x d(P3(x)

2) = log 3 −
∫ 3

0
P3(x)

2 dx

x
,

featuring the cumulative density function

P3(x) =
∫ x

0
p3(y) dy.
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The related modular parametrisation of p3(x) is given by

x = x(τ ) = 3
η(τ)2η(6τ)4

η(2τ)4η(3τ)2
: (i∞, 0) → (0, 3),

so that

p3(x) = 2
√
3

π

η(2τ)2η(6τ)2

η(τ)η(3τ)
, dx = 3π i

η(τ)6η(3τ)2η(6τ)2

η(2τ)6
dτ

and

P3(x) = 6i
√
3

∫ τ

i∞
η(τ)5η(3τ)η(6τ)4

η(2τ)4
dτ

is the anti-derivative of a weight 3 holomorphic Eisenstein series

η(τ)5η(3τ)η(6τ)4

η(2τ)4
= E3,χ−3(τ ) − 8E3,χ−3(2τ),

where

E3,χ−3(τ ) = η(3τ)9

η(τ)3
=

∞∑

m,n=1

(−3

m

)
n2qmn,

χ−3(m) =
(−3

m

)
= e2π im/3 − e−2π im/3

i
√
3

.

Though the anti-derivative P3(x),

P3(x) = 3
√
3

π

( ∞∑

m,n=1

(−3

m

)
n

m
qmn − 4

∞∑

m,n=1

(−3

m

)
n

m
q2mn

)

= 9i

π
log

∞∏

n=1

(
(1 − e2π i/3q2n)4(1 − e−2π i/3qn)

(1 − e−2π i/3q2n)4(1 − e2π i/3qn)

)n

,

is not considered to be sufficiently ‘natural’, it shows up as the elliptic dilogarithm
thanks to Bloch’s formula; see [17, 19] for the details. Note that

E3,χ−3

(
− 1

3τ

)
= iτ 3

3
√
3
Ẽ3,χ−3(τ ),

Ẽ3,χ−3(τ ) = η(τ)9

η(3τ)3
= 1 − 9

∞∑

m,n=1

(−3

n

)
n2qmn;
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and, in addition, we have

1

2π i

dx/dτ

x
= 1

2

(
η(τ)2η(3τ)2

η(2τ)η(6τ)

)2

= 1

18

(
E1,χ−3(τ ) − 4E1,χ−3(4τ)

)2

= 1

54τ 2

(
E1,χ−3

(
− 1

12τ

)
− E1,χ−3

(
− 1

3τ

))2

,

where

E1,χ−3(τ ) = 1 + 6
∞∑

m,n=1

(−3

m

)
qmn.

7 Modular Computation for W ′
5(0) and W ′

6(0)

As (partly) shown in [10] the density p4(x) can be parameterised as follows (we
make a shift of τ by half):

p4(x(τ )) = −Re

(
2i(1 + 6τ + 12τ 2)

π
p(τ )

)
,

where

p(τ ) = η(2τ)4η(6τ)4

η(τ)η(3τ)η(4τ)η(12τ)
and x(τ ) =

(
2η(τ)η(3τ)η(4τ)η(12τ)

η(2τ)2η(6τ)2

)3

.

The path for τ along the imaginary axis from 0 to i/(2
√
3) (or from i∞ to

i/(2
√
3)) corresponds to x ranging from 0 to 2, while the path from i/(2

√
3) to

−1/4 + i/(4
√
3) along the arc centred at 0 corresponds to the real range (2, 4) for x .

(The arc admits the parametrisation τ = eπ iθ /(2
√
3), 1/2 < θ < 5/6.) Note that

x(i/(2
√
15)) = 1 and

p4(x(τ )) =

⎧
⎪⎨

⎪⎩

−2i · 6τ
π

p(τ ), for τ on the imaginary axis,

−2i(1 + 6τ + 12τ 2)

π
p(τ ), for τ on the arc,

and

−2i(1 + 6τ + 12τ 2)

π
p(τ ) = 2

√
16 − x2

π2x
· 3F2

( 1
2 ,

1
2 ,

1
2

5
6 ,

7
6

∣∣∣∣
(16 − x2)3

108x4

)

(this is a general form of [10, Theorem 4.9]). Formulas (1), (3) and (4) reduce the
conjectural evaluations of W ′

5(0) and W ′
6(0) to the following ones:
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7ζ(3)

2π2
+ L ′( f3;−1)

?= 12

π

∫ 1/(2
√
15)

0
yp(iy) log x(iy) dx(iy)

and

7ζ(3)

2π2
+ 8L ′( f4;−1)

?= 12

π

∫ 1/(2
√
3)

0
yp(iy) log x(iy) dx(iy)

− 12

π2

∫ 1/(2
√
3)

0
yp(iy)x(iy) · 3F2

( 1
2 ,

1
2 ,

1
2

3
2 ,

3
2

∣∣∣∣
x(iy)2

4

)
dx(iy).

Furthermore, note that the Atkin–Lehner involutions w12 : τ 	→ −1/(12τ) and w6 :
τ 	→ (6τ − 5)/(12τ − 6) act on the modular function x(τ ) as follows: x(w12τ) =
x(τ ) and x(w6τ) = −8/x(τ ), and we also have p(w12τ) = −τ 2 p(τ ). The point
i/(2

√
3) is fixed by w12. Thus, the change of variable y 	→ 1/(12y) leads to

∫ 1/(2
√
3)

0
yp(iy) log x(iy) dx(iy) = −

∫ ∞

1/(2
√
3)
yp(iy) log x(iy) dx(iy).

8 Mahler Measures Related to a Variation of RandomWalk

In [23] theMahler measures m(1 + x1 + x2) andm(1 + x1 + x2 + x3) are computed
using the modular parametrisations of

∞∑

n=0

W3(2n)zn =
∞∑

n=0

CT
(
(1 + x1 + x2)(1 + x−1

1 + x−1
2 )

)n
zn

and

∞∑

n=0

W4(2n)zn =
∞∑

n=0

CT
(
(1 + x1 + x2 + x3)(1 + x−1

1 + x−1
2 + x−1

3 )
)n
zn,

where CT(L) denotes the constant term of a Laurent polynomial L ∈ Z[x±
1 , x±

2 , . . .].
Note that the Picard–Fuchs linear differential equations for the two generating func-
tions give rise to the ones for the densities p3(x) and p4(x) together with their explicit
hypergeometric and modular expressions (see [10, eq. (3.2) and Remark 4.10]),
though it remains unclear whether the latter information can be used to compute
W ′

N (0) in (1) for N = 3, 4. This is itself an interesting question to not only assist in
computing of W ′

N (0) for N > 4 but also in relation with another famous conjecture
of Boyd:
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m(1 + x1 + x2 + x3 + x2x3)
?= −2L ′( f2;−1) = 152

4π4
L( f2; 3) (6)

= 0.4839979734 . . . ,

where f2(τ ) = η(τ)η(3τ)η(5τ)η(15τ).
In analogy with the case of linear Mahler measures, we define

W̃ (s) =
∫∫∫

[0,1]3
|1 + e2π iθ1 + e2π iθ2 + e2π iθ3 + e2π i(θ2+θ3)|s dθ1 dθ2 dθ3

= Z(1 + x1 + x2 + x3 + x2x3; s)

as the s-th moment of a random 5-step walk for which the direction of the final step
is completely determined by the two previous steps. Then the even moments

W̃ (2n) = CT
(
(1 + x1 + x2 + x3 + x2x3)(1 + x−1

1 + x−1
2 + x−1

3 + (x2x3)
−1)

)n

=
n∑

k=0

(
n

k

)2(2k
k

)2

satisfy a rather lengthy recurrence equation, which is equivalent to a Picard–Fuchs
differential equation of order 4. The latter splits into the tensor product of two dif-
ferential equations of order 2 and, with some effort, we obtain the following result.

Theorem 1 We have

∞∑

n=0

W̃ (2n)

(
t

(4 + t)(1 + 4t)

)n

= (4 + t)(1 + 4t)

4(1 + 4t + t2)
2F1

(
1
2 ,

1
2

1

∣∣∣∣
t (4 + t)

1 + 4t + t2

)
· 2F1

(
1
2 ,

1
2

1

∣∣∣∣
t2

1 + 4t + t2

)

and, more generally,

b

(b + t)(1 + bt)

∞∑

n=0

(
t

(b + t)(1 + bt)

)n n∑

k=0

(
n

k

)2(2k
k

)2(b

4

)2k

= 2F1

(
1
2 ,

1
2

1

∣∣∣∣ −t (b + t)

)
· 1

(1 + bt)1/2
2F1

(
1
2 ,

1
2

1

∣∣∣∣ − t2

1 + bt

)

= 1

1 + bt + t2
2F1

(
1
2 ,

1
2

1

∣∣∣∣
t (b + t)

1 + bt + t2

)
· 2F1

(
1
2 ,

1
2

1

∣∣∣∣
t2

1 + bt + t2

)
.

Proof Once a factorisation of this type is written down, it is a computational routine
to prove it. In other words, a principal issue is discovering such a formula rather
than proving it. Our original discovery of Theorem 1 involved a lot of experimental
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mathematics; however, we later realised that it is deducible from known formulae as
follows:

∞∑

n=0

zn
n∑

k=0

(
n

k

)2(2k
k

)2

xk =
∞∑

k=0

(
2k

k

)2

xk
∞∑

m=0

(
k + m

k

)2

zk+m

=
∞∑

k=0

(
2k

k

)2

(xz)k 2F1

(
k + 1, k + 1

1

∣∣∣∣ z
)

=
∞∑

k=0

(
2k

k

)2
(xz)k

(1 − z)k+1 2F1

(−k, k + 1
1

∣∣∣∣ − z

1 − z

)

= 1

1 − z

∞∑

k=0

(
2k

k

)2( xz

1 − z

)k

· Pk
(
1 + z

1 − z

)
,

where Pk denotes the k-th Legendre polynomial, and the latter generating function
is a particular instance of the Bailey–Brafman formula [15, 34]. �

We remark that, using the general Bailey–Brafman formula and its generalisation
from [29], the proof above extends to the factorisation of the two-variable generating
functions ∞∑

n=0

zn
n∑

k=0

(
n

k

)2
(s)k(1 − s)k

k!2 xk

as well as of

∞∑

n=0

zn
∑

k

(
n

2k

)2(2k
k

)2

xk and
∞∑

n=0

zn
∑

k

(
n

3k

)2
(3k)!
k!3 xk,

and even of ∞∑

n=0

zn
n∑

k=0

(
n

k

)2

uk x
k

for an Apéry-like sequence u0, u1, u2, . . . .
Furthermore, we expect that Theorem 1 can lead to a hypergeometric expression

for the density function p̃(x) (piecewise analytic, with finite support on the interval
0 < x < 5), which is the inverse Mellin transform of W̃ (s − 1), hence to the Mahler
measure evaluation

m(1 + x1 + x2 + x3 + x2x3) = W̃ ′(0) =
∫ ∞

0
p̃(x) log x dx =

∫ 5

0
p̃(x) log x dx .

On the other hand, the reduction technique of Sections 4 and 5 suggests a different
approach to computing W̃ ′(0), resulting in the following hypergeometric evaluation
of the Mahler measure.
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Theorem 2 We have

m(1 + x1 + x2 + x3 + x2x3) = − 1

2π

∫ 1

0
2F1

(
1
2 ,

1
2

1

∣∣∣∣ 1 − x2

16

)
log x dx .

Proof Define a related density p̂(x) by

∫ 4

0
xs p̂(x) dx = Ŵ (s) =

∫∫

[0,1]2
|1 + e2π iθ2 + e2π iθ3 + e2π i(θ2+θ3)|s dθ2 dθ3

= W2(s)
2 = 	(1 + s)2

	(1 + s/2)4
.

By an application of the Mellin transform calculus, we find that, for 0 < x < 4,

p̂(x) = 1

2π
· 2F1

(
1
2 ,

1
2

1

∣∣∣∣ 1 − x2

16

)
.

Then it follows from Lemma 1 that

W̃ ′(0) =
∫ 4

1
p̂(x) log x dx = −

∫ 1

0
p̂(x) log x dx,

where we use the evaluation

∫ 4

0
p̂(x) log x dx = m(1 + x2 + x3 + x2x3) = m(1 + x2) + m(1 + x3) = 0.

The above proof extends to the general formula

m(1 + bx1 + x2 + x3 + x2x3) = log b
∫ b

0
p̂(x) dx +

∫ 4

b
p̂(x) log x dx

= 1

2π

∫ b

0
2F1

(
1
2 ,

1
2

1

∣∣∣∣ 1 − x2

16

)
log

b

x
dx

for 0 < b ≤ 4. A related computation

m(1 + bx1 + x2 + x3 + x2x3) = log b + 8

π2

∫ 4

b

arccos(b/x) log(x/(2
√
b))√

16 − x2
dx

valid for 0 < b ≤ 4 was given by Wan [27]; he also pointed out that m(1 + bx1 +
x2 + x3 + x2x3) = log b for b > 4 follows from Jensen’s formula.
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The left-hand side of another Mahler measure conjecture [13]

m((1 + x1)
2 + x2 + x3)

?= −L ′( f̃2;−1) = 72

π4
L( f̃2; 3) = 0.7025655062 . . . ,

where f̃2(τ ) = η(2τ)η(4τ)η(6τ)η(12τ) is a cusp form of level 24, can be treated
by a similar reduction, using that the densities for (1 + x1)2 and x2 + x3 are
p2(t1/2)/(2t1/2) on [0, 4] and p2(t) on [0, 2], respectively. The final result is the
elegant formula

m((1 + x1)
2 + x2 + x3) = 2G

π
+ 2

π2

∫ 1

0
arcsin(1 − x) arcsin x

dx

x
, (7)

where G is Catalan’s constant, and, with some further work, we can express the
right-hand side hypergeometrically.

Theorem 3 We have

m((1 + x1)
2 + x2 + x3) = 8	( 34 )

2

π5/2 5F4

( 1
4 ,

1
4 ,

1
4 ,

3
4 ,

3
4

1
2 ,

5
4 ,

5
4 ,

5
4

∣∣∣∣
1

4

)

+ 	( 14 )
2

54π5/2 5F4

(
3
4 ,

3
4 ,

3
4 ,

5
4 ,

5
4

3
2 ,

7
4 ,

7
4 ,

7
4

∣∣∣∣
1

4

)
.

Proof Notice that, for 0 < x < 1,

arcsin(1 − x) = π

2
− arccos(1 − x) = π

2
− √

2x 2F1

( 1
2 ,

1
2

3
2

∣∣∣∣
x

2

)
,

and that, for n > −1/2,

∫ 1

0
xn−1/2 arcsin x dx =

√
π

2n + 1

(√
π − 	( n2 + 3

4 )

	( n2 + 5
4 )

)
.

Therefore,

∫ 1

0
arcsin(1 − x) arcsin x

dx

x
= π

2

∫ 1

0
arcsin x

dx

x

− π
√
2

∞∑

n=0

( 12 )
2
n

n! ( 32 )n(2n + 1)

1

2n
+ √

2π
∞∑

n=0

( 12 )
2
n	( n2 + 3

4 )

n! ( 32 )n(2n + 1) 	( n2 + 5
4 )

1

2n
.

From this and (7) we deduce
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m((1 + x1)
2 + x2 + x3) = 2G

π
+ log 2

2
− 2

√
2

π
3F2

( 1
2 ,

1
2 ,

1
2

3
2 ,

3
2

∣∣∣∣
1

2

)

+ 8
√
2	( 34 )

π3/2	( 14 )
5F4

( 1
4 ,

1
4 ,

1
4 ,

3
4 ,

3
4

1
2 ,

5
4 ,

5
4 ,

5
4

∣∣∣∣
1

4

)
+

√
2	( 14 )

54π3/2	( 34 )
5F4

( 3
4 ,

3
4 ,

3
4 ,

5
4 ,

5
4

3
2 ,

7
4 ,

7
4 ,

7
4

∣∣∣∣
1

4

)
.

It remains to use

G + 1

4
π log 2 = √

2 3F2

( 1
2 ,

1
2 ,

1
2

3
2 ,

3
2

∣∣∣∣
1

2

)

(see [1, Entry 30]) and 	( 14 )	( 34 ) = π
√
2.

9 Conclusion

A goal of this final section is to highlight relevance for and links with other research
and open problems.

The (hypergeometric) factorisation in Theorem 1 and similar results outlined af-
ter its proof are part of a general phenomenon of arithmetic differential equations of
order 4. These are the first instances ‘beyond modularity’ in the sense that arithmetic
differential equations of order 2 and 3 are always supplied by modular parametrisa-
tion. In order 4, we have to distinguish two particular novel situations (though our
knowledge about either is imperfect and incomplete): (the Zariski closure of) the
monodromy group is the orthogonal group O4 
 O2,2 of dimension 6 or the sym-
plectic group Sp4 of dimension 10. The example given in Theorem 1 corresponds to
the first (orthogonal) situation: on the level of Lie groups, O2,2 can be realised as the
tensor product of two copies of SL2 (or GL2). There is a limited amount of further
examples of this type [21, 29, 33] though we expect that all underlying Picard–Fuchs
differential equations with such monodromy can be represented as tensor products
of two arithmetic differential equations of order 2. There is a natural hypergeometric
production of such orthogonal cases using Orr-type formulae (see [18, 28]) but there
are plenty of other cases coming from classical work of W. N. Bailey and its recent
generalisations [29, 34]. Many such cases, mostly forecast by Sun [25], are still
awaiting their explicit factorisation. Though these situations do not cover symplec-
tic monodromy instances, they can still be viewed as an intermediate step between
classical modularity and Sp4: the antisymmetric square of the latter happens to be
O5 
 O3,2 (see [4]).

More in the direction of three-variableMahler measure, the conjectural evaluation
in (6) and Theorem 2 brings us to the expectation

1

2π

∫ 1

0
2F1

(
1
2 ,

1
2

1

∣∣∣∣ 1 − x2

16

)
log x dx

?= 2L ′( f2;−1). (8)
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This one highly resembles the evaluation

1

2

∫ 1

0
2F1

(
1
2 ,

1
2

1

∣∣∣∣
x2

16

)
dx = 1

2
· 3F2

( 1
2 ,

1
2 ,

1
2

1, 3
2

∣∣∣∣
1

16

)
= 2L ′( f2; 0) (9)

conjectured in [12] and established in [22]. The related modular parametrisation

x = x(τ ) = 16

(
η(τ)η(4τ)2

η(2τ)3

)4

corresponds to

1 − x2

16
=

(
η(τ)2η(4τ)

η(2τ)3

)8

,

F

(
x2

16

)
= η(2τ)10

η(τ)4η(4τ)4
and F

(
1 − x2

16

)
= −2iτ F

(
x2

16

)
,

where F denotes the corresponding 2F1 hypergeometric series. Note that x ranges
from 0 to 4 when τ runs from i∞ to 0 along the imaginary axis; however, the point
τ0 = i 0.8774376613482 . . . , at which x(τ0) = 1, is not a quadratic irrationality.
Furthermore, Cohen [16] observes another step in the ladder (9), (8):

6

π2

∫ 1

0
2F1

(
1
2 ,

1
2

1

∣∣∣∣
x2

16

)
log2 x dx

?= 2L ′( f2;−2) = 3 · 153
8π6

L( f2; 4) (10)

= 1.2165632526 . . . ,

though not linked to a particular Mahler measure.
The expression in Theorem 3 is somewhat different from the one in Theorem 2,

and resembles the hypergeometric evaluation of the L-value

−L ′( f̂2;−1) = 128

π4
L( f̂2; 3)

= 	( 14 )
2

6
√
2π5/2

4F3

(
1, 1, 1, 1

2
7
4 ,

3
2 ,

3
2

∣∣∣∣ 1
)

+ 4	( 34 )
2

√
2π5/2
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2
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3
2 ,
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2
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+ 	( 14 )
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2π5/2

4F3

(
1, 1, 1, 1
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3
2 ,

3
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,

where f̂2(τ ) = η(4τ)2η(8τ)2 is a cusp form of level 32, obtained in [32, Theorem 3].
Finally, we remark that the integral

W ′
3(0) =

∫ 3

0
log x dP3(x) = log 3 −

∫ 3

0
P3(x)

dx

x
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in the notation of Section 6, with P3(x) related to eta quotients, is visually linked to
the following result in [7] (also discussed in greater generality in [2, 26])

∫ 1

0

1

9

(
1 − η(τ)9

η(3τ)3

)
dq

q
= lim

q→1−

∞∑

m,n=1

(−3

n

)
n

m
qmn = L ′(χ−3;−1).

However, apart from the fact that the two quantities coincide we could not find a
direct link between the two integrals.
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